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Down I Oad A Warn | ng ! Most of the documentation listed below is
Zip Out of date older than that installed with the product
= documentation in the form of Microsoft HTMLHelp

Archives documents. The advice is to first check
the Help installed with the product - accessible from the Help menu of the
Modeler and the Commander. Use the documents here only if you really need
the text in HTML format. The exception to this rule is the SCL Reference
which is now more up to date than the product help.

User Guide
>> HTTP, FTP

Prd. Monitoring

If you are here looking for PDF documentation then you will unfortunately
>> HTTP, FTP

be disappointed. The current documentation was provided by CYRANO SA
specifically licensed so that only they could provide fixed nicely formatted

SCL Ref(old) versions. Hardcopy and PDF versions of these manuals were made available,
>> HTTP, FTP before the dissolution of CYRANO SA, but are no longer current. If you still

wish to get copies of these then please ask on the Users List, as there are
GS. Guide still some floating around.

>> HTTP, FTP
We're working towards getting both of these issues resolved by completely
rewriting the documentation in DocBook XML.

- This document is entitled HTTP/S Load User's
Use r G u |de Guide. It was named this way because it was
intended to document the parts of OpenSTA that
OpenSTA General are used for producing load tests of HTTP and
UG HTTPS servers. There are chapters on all aspects
of OpenSTA relevent to this, from recording your
scripts and modeling, then through test runs and finishing with some analysis
of the results.

This document, in its most up to date form, is available from the OpenSTA
Commander and Modeler Utilities under the Help=>Contents menu items.

The Online HTML version of the User Gude is a little out of date but
available here anyway.

This document covers the parts of OpenSTA that

P rOd uction aow you to monitor and collect statistics about
. . your whole system performance using NT
Prd. MOItlItorlng Performance Monitor and SNMP facilities. These
Guide topics are also covered in the UG but from a
slightly different perspective.

The Online HTML version of the Production Monitoring Guide is
available here.

This document is a reference of the structure,
SC I_ Refe Frence syntax, commands and features of the
. version of the SCL language produced by
Script Control HTTP recording and used for HTTP playback
Language within OpenSTA.
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The Online HTML version of the SCL Reference is available here.

An older French Translation of this document was donated. It's only
available here online.

A short tutorial taking the user through the

The GSG basics of using OpenSTA for load testing a simple

Getting Started dynamic Web appli_cation. Unfortunate_ly, not
. really up to date with the current version of the
Guide toolset, screenshots don't match, some

instructions are incorrect, add to this that the
section on modeling mysteriously ends mid instructions... may still be of
some use for beginners though. This guide uses a simple Web application that
we wrote specifically for use in this introduction to OpenSTA, you can find
details about this on the Demosite page.

The Online HTML version of the Getting Started Guide is available here.

This is a live document of contributed

Commun |ty FAQ information covering all aspects of

OpenSTA's use. The document is stored
in a Wiki that anyone with a, freely
available, Community Portal user
account can edit. Users are encouraged to contribute questions, answers,
hints, tips and comments with the purpose of helping other users and
strengthening the OpenSTA community.

Frequently Asked
Questions

The FAQ is only accessible at http://portal.opensta.org/faq.php, as it is
constantly changing you should bookmark this and check back often.

Proud to be Open,
prouder to be Free

Questions, Comments, Suggestions?
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News What is OpenSTA?

Open, Systems Testing

2007-0CT-19: Architecture

OpenSTA 1.4.4 . . .

OpenSTA is a distributed software testing
released . . .
) architecture designed around CORBA, it was

2005-JUN-09: o .

BView 1.0.3 originally developed to be commercial software by

released- ’ CYRANO. The current toolset has the capability of

performing scripted HTTP and HTTPS heavy load
tests with performance measurements from Win32
platforms. However, the architectural design means it
could be capable of much more.

2005-MAY-12:
OpenSTA 1.4.3

released

2005-MAR-28:
SCL Reference

. The -

Rewritten L

S50 B appiications Vel Load Testing
BView gets an :22&(9 up HTTP Stress & Performance
update and new the Tests
home current

2003-DEC-26: OpenSTA toolset were designed to be used by
OpenSTA.org performance testing consultants or other technically
moves home and proficient individuals. This means testing is
gets a refresh performed using the record and replay metaphor

2003-MAY-01: common in most other similar commercially available
CREME LA Lt toolsets. Recordings are made in the tester's own
released browser producing simple scripts that can be edited
and controlled with a special high level scripting
language. These scripted sessions can then be played
back to simulate many users by a high performance
load generation engine. Using this methodology a
user can generate realistic heavy loads simulating the
activity of hundreds to thousands of virtual users.

Results and

Data Collection statistics are

Timers, Windows Performance gzlr'?ncsetist
& SNMP Statistics runs by a

variety of

automatic and user controlled mechanisms. These
can include scripted timers, SNMP data, Windows
Performance Monitor stats and HTTP results &
timings. Much of the data logged can be monitored
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live during the test runs; once test runs are
complete, logs can be viewed, graphed, filtered and
exported for use by more sophisticated report
generation software.

The OpenSTA toolset is Open

Source software licensed SOURCEFORGE.NET*
under the GNU GPL (General

Public License), this means it Completely Free &

is free and will always remain Open Source
free. If you wish to build your

own customized version of OpenSTA or take part in
its development then the complete toolset source
code, buildable in Microsoft Visual Studio 6, and all
related information is available from OpenSTA.

SourceForge.net, the developer home site.

Community Supported

Development Driven by the Users

Much more information can be found out about
OpenSTA by checking the online documentation or
simply downloading and installing the toolset. The
FAQ contains lots of other useful background
information and helpful tips, this should be the first
place you look if you need help with anything not
covered in the documentation. There is no need to
stop at reading the FAQ either, it is hosted on the
OpenSTA Community Portal and, in common with
every other resource on this site, it is user editable.
This site is a great place for every OpenSTA user to
share their experiences with the product and help
others learn and use OpenSTA: Remember, the
toolset is completely free and any time the
developers spend helping users is time they are not
enhancing, or fixing problems with, the toolset. By
helping other users you are in fact helping OpenSTA
and its community become stronger. The premier
place for free OpenSTA support and discussions is the
OpenSTA Users Mailing List, here the developers
and many long time users of this toolset give as
much help as their freetime will allow.

Proud to be Open,
prouder to be Free
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Latest
Stable

Download
Installable

1.4.4 Here

Latest
Unstable

No current
unstable
release. Next
unstable
release 1.5.0

Addons

Extend
OpenSTA's
functionality
with
contributed
addons

P re req u iSiteS The OpenSTA Windows installation we

What You Need First are producing uses the Windows
Installer mechanism that is part of

Windows 2000. Installation under NT works using a Microsoft
update that will normally be already installed. Instructions given
below show how to get the the update if it has not already been
installed. The Windows Installer mechanism packages a toolsets
binaries and installation instructions in a file with an MSI extension.

To install OpenSTA you must have the following Microsoft Windows
configuration:

. either, Microsoft Windows NT 4.0 updated with at least service
pack 5.
The OpenSTA installation process requires at least version 1.1 of
the Windows Installer for NT, this is not part of the basic
installation of NT4, an up to date version may be downloaded
from Microsoft and installed if required.
Your installation of NT must also have an up-to-date HTML Help
sytem, the update package may be downloaded from
Microsoft.

. or, Microsoft Windows 2000/XP (NT5) or later.

This product also requires a version 2.5 (or later) of Microsoft Data
Access Components (MDAC). This may be downloaded from

Microsoft if you do not have an up to date version.

The release version numbers

Ve rSion N um be 'S for OpenSTA will go by the

common convention of three
What They Mean integers seperated by dots, of
the form M.m.P - Where:

. M -is a decimal number representing the major version number
of the release.

. m - is a decimal number representing the minor version number
of the release. Odd numbers represent developer/unstable
releases.

. P -is a decimal number representing the patch, or fix, level of
the release.
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Unstable (or developer) versions are intended for experimental
features and have no guarantees of compatibility between patch
releases. Defaults may change, features will be added, functionality
could be modified.

Stable releases should always be compatible between their patch
releases. Only bug fixes will be included in the patch releases of a
stable version.

For fast downloads from one of

O I d Vers i ONS many international mirrors all our

and alternate distributables are now stored in our
SourceForge Files Area. If you
download

can't find what you are looking for
there, or are having any issues with downloading then ftp.opensta.
org is fully up to date and contains all the files we have ever made

available.

Sou rce COde All information related to building your

To Build Your Own own copy of OpenSTA, including the
source code itself, is referenced from

the OpenSTA developer site hosted by SourceForge.

hosting donated
by tcNOW.com
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Search
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Frequently Asked
Questions
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User
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Documentation

Support &

I Contacts

Bugs

Don't email anyone
Instead follow
these instructions
in the FAQ.

Docs

docs@opensta.org
For suggestions and
corrections to the
product
documentation.

Webmaster

webmaster@opensta.
org
Please only use
regarding spelling
and grammer
mistakes, bad links,
etc. on this Web site.

hosting donated by
tcNOW.com
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Need Hel p’) If you are having issues learning or

OpenSTA Support using OpenSTA at any level then the
best suggestion we can give you is to

thoroughly read the FAQ and if you still can't find the answer
there then send email to the Users Mailing List. Contacting
any specific developer or project member directly is generally
discouraged, we are all on the mailing lists and contribute as
much as we have time to. Get to know us, and let us get to
know you on these lists before sending us any personal mail,
Thanks.

If you are really desperate for help and are willing to spend
some money, then here's a shortcut to the FAQ entry

about purchasing support.

There is nothing for sale here!
Although if you are desperate to give
money to help out the project, then
we are in the process of working out
a good way to be able to donate money in a way that can
measurably help everyone involved. Please stay tuned to the
Users Mailing List in the coming months for more

information.

Commercial
Spending Money

There are companies out there who can sell you OpenSTA
related products and services, we encourage these companies
to edit these FAQ entries to help OpenSTA users find their
offerings. Please check out this FAQ item and if you unsure
about spending money on OpenSTA related items with anyone
then please ask on the Users Mailing List for advice and
recommendations.

If you want to sell us something, have a business proposition
for us, want to become a partner, etc. etc. Then | can assure
you that whatever it is, we are probably not interested. If
you really want to help out then check out this FAQ entry.

Proud to be Open,
prouder to be Free

Questions, Comments, Suggestions?

http://opensta.org/contact.html 12/27/2007 4:19:35 AM

Last Updated:
2004-JAN-11



http://www.google.com/
http://opensta.sf.net/
http://opensta.sf.net/
http://portal.opensta.org/faq.php
http://portal.opensta.org/faq.php
http://portal.opensta.org/
http://portal.opensta.org/
http://portal.opensta.org/faq.php?topic=ReportingBugs
http://portal.opensta.org/faq.php?topic=ReportingBugs
http://portal.opensta.org/faq.php?topic=ReportingBugs
http://portal.opensta.org/faq.php
http://portal.opensta.org/faq.php?topic=UserMailingList
http://portal.opensta.org/faq.php?topic=CommercialSupport
http://portal.opensta.org/faq.php?topic=CommercialSupport
http://portal.opensta.org/faq.php?topic=UserMailingList
http://portal.opensta.org/faq.php?topic=CommercialPromotion
http://portal.opensta.org/faq.php?topic=CommercialPromotion
http://portal.opensta.org/faq.php?topic=UserMailingList
http://portal.opensta.org/faq.php?topic=OstaDonations
http://tcnow.com/
http://tcnow.com/
http://tcnow.com/
http://opensource.org/
http://www.gnu.org/

OpenSTA Contributed Software Page - Free Web Load Testing Plugins

OpenSTA

Contrib Gouogle~

Downloads

Contributed Addons, ® opensTA.org O Web

Search

Mods and Plugins for
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Developer User Frequently Asked Product Community Mailing

Support &

Also
Check

The OpenSTA
Community
Portal
maintains an
Addons and
Helpers
section as
part of its
Links
collection.
It's worth
checking there
for any new
modules.

Home I Documentation Questions Downloads Site Lists

Addons and Hel pe s From time to time people

Extending OpenSTA have really great ideas on
how to extend OpenSTA

to provide extra features or simply make it easier to use. This page is
intended to collect together some of the results of those ideas. We
encourage this type of effort and some of these items will eventually
make it into the core OpenSTA installation. Until then the downloads
and links here should help you getting these extensions running.
OpenSTA doesn't really have a well documented or stable plugin
architecture (yet) so these extensions might not be quite as seemless
to install or use as they should be. We're working on changing this to
make it easier for plugin writers and end users.

Many people have assumed

Covan SyS BVl €\VV (wrongly) that when they run

Browser View for the their SCL scripts from within
the Modeler that the browser
Modeler

style display should update
realtime to show what is going
on. The browser display within the Modeler currently only shows the
results of the HTTP GET's made at recording time. Anoop Joy and his
colleages at Covansys India decided to do something about this and
came up with BView. Bview is a seperate browser that is started from
Modeler and updates as you run your script.

Unfortunately it seems that Anoop & Co. no longer have any time to
keep up with BView and the original site set up to distribute it is dead.
Fortunately the work was released with source under the GPL. As it is
a fairly popular addon we've put it into the SourceForge filestore and
are attempting to keep binary distributions available that match with
the current version of OpenSTA. Eventually something similar will
probably exist in the core distribution.

The source and binary packages for the latest releases can be
found here on SourceForge. Installation and build instructions are

included in the relative packages. If you have any problems or
thoughts on the binary release then please send these to the
OpenSTA Users mailing list Any discussion regarding building,

changing or improving the tool should be directed to the OpenSTA
Developer mailing list This type of functionality will likely find its

way into a future version of OpenSTA so your comments and fixes can
help to shape this.

Jerome Delamarche is freelance consultant that maintains the

http://opensta.org/contributed.html (1 of 2)12/27/2007 4:19:37 AM
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excellent trickytools.com Web site

TriCkytOO I S with his various software donations to

a number of helper the world. His free t_ools for
apps OpenSTA have their own download

& info page. At last check, his
extremely useful tools included a command line tool to export the
binary OpenSTA results files into text versions (opensta2txt), and a
tool to help running OpenSTA tests in batch mode (opstabatch).
Please check to see if he's produced more though...

- The Links collection mentioned in the sidebar is

JO' N I N user editable, so if you think you have something

your idea that should be added here - then first add your
OpenSTA addon there. Once in a while we'll
check those links and update the applicable items
here. If you have an idea for your own tool/addon then the depending
on your skill level and the intention of the tool there's a couple of
places to start: if you think your tool can work without requiring any
changes to OpenSTA itself the the OpenSTA Users Mailing List
would be a good place to start trying to find help and/or testers, if
you think you need to change parts of OpenSTA or need intimate
details of the data structures used then the OpenSTA Developers
Mailing List and OpenSTA Developer Web site are the best places
to start looking.

here

Proud to be Open,
prouder to be Free

Questions, Comments, Suggestions?
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Collector

An OpenSTA Collector is a set of user-defined queries which determine the
performance data that is monitored and recorded from target Hosts when a
Test is run. They are used to monitor and collect performance data from the
components of Web Application Environments (WAEs) and production systems
during Test-runs to help you evaluate their performance.

Collectors are stored in the Repository and are included in Tests by reference,
so any changes you make to a Collector will have immediate affect on all the
Tests that use them.

The HTTP/S Load release of OpenSTA (Open Source release) supplies the NT
Performance Module and the SNMP Module for Collector creation.

NT Performance Collectors are used for collecting performance data from Hosts
running Windows NT or Windows 2000.

SNMP Collectors are used for collecting SNMP data from Hosts and other devices
running an SNMP agent or proxy SNMP agent.

Collector Pane

The Collector Pane is the workspace used to create and edit Collectors. It is
displayed in the Commander Main Window when you open a Collector from the
Repository Window.

Commander

OpenSTA Commander is the Graphical User Interface used to develop and run
HTTP/S Tests and to display the results of Test-runs for analysis.

Each OpenSTA Module, provides its own Plug-ins and supplies Module-specific
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Test Configuration, data collection, Test-run monitoring and Results display
facilities. All Plug-in functionality is invoked from Commander.

Cookie

A packet of information sent by a Web server to a Web browser that is returned
each time the browser accesses the Web server. Cookies can contain any
information the server chooses and are used to maintain state between
otherwise stateless HTTP transactions.

Typically cookies are used to store user details and to authenticate or identify a
registered user of a Web site without requiring them to sign in again every time
they access that Web site.

CORBA
Common Object Request Broker Architecture.

A binary standard, which specifies how the implementation of a particular
software module can be located remotely from the routine that is using the
module. An Object Management Group specification which provides the
standard interface definition between OMG-compliant objects. Object
Management Group is a consortium aimed at setting standards in object-
oriented programming. An OMG-compliant object is a cross-compatible
distributed object standard, a common binary object with methods and data
that work using all types of development environments on all types of
platforms.

CYRANO

http://cyrano.com/

CYRANO is a public company listed on the EuroNM of the Paris Bourse (Reuters:
CYRA.LN, Sicovam 3922). Created in 1989 and publicly trading since 1998,
CYRANO is headquartered in Paris, France, with regional headquarters in the UK
and USA.

CYRANO is a sponsor and lead developer on the OpenSTATM project. CYRANO is
an end-to-end quality assurance provider to its customers, helping them
maximize their IT investments and ensure uninterrupted e-business. CYRANO
offers integrated solutions, service and support to companies that want to
minimize risk, benchmark Service Level Agreements, and enable Capacity
Planning for their IT infrastructures.

Document Object Model or DOM

The Document Object Model (DOM) is an application programming interface
(API) for HTML and XML documents (Web pages). It defines the logical
structure of documents and the way a document is accessed and manipulated.

http://opensta.org/docs/ug/os-gloss.htm (2 of 12)12/27/2007 4:19:45 AM


http://www.cyrano.com/

Glossary

With the Document Object Model, programmers can build documents, navigate
their structure, and add, modify, or delete elements and content. Anything
found in an HTML or XML document can be accessed, changed, deleted, or
added using the Document Object Model, with a few exceptions - in particular,
the DOM interfaces for the XML internal and external subsets have not yet been
specified.

For more information:

. What is the Document Object Model?

www.W3.0rg/TR/1998/REC-DOM-Level-1-19981001/introduction.html

. The Document Object Model (DOM) Level 1 Specification
www.w3.0rg/TR/REC-DOM-Level-1/

Gateway

The OpenSTA Gateway interfaces directly with the Script Modeler Module and
enables you to create Scripts. The Gateway functions as a proxy server which
intercepts and records the HTTP/S traffic that passes between browser and Web
site during a Web session, using SCL scripting language.

Host

An OpenSTA Host is a networked computer or device used to execute a Task
Group during a Test-run. Use the Test Pane in Commander to select the Host
you want to use a to run Task Group.

Host also refers to a computer or device that houses one or more components
of a Web Application Environment under Test, such as a database. Use
Collectors to define a Host and the type of performance data you want to
monitor and collect during a Test-run

HTML

Hypertext Markup Language. A hypertext document format used on the World-
Wide Web. HTML is built on top of SGML. Tags are embedded in the text. A tag
consists of a <, a case insensitive directive, zero or more parameters and a >.
Matched pairs of directives, like <TITLE> and </TITLE> are used to delimit
text which is to appear in a special place or style.

HTP file

See Scripts.

HTTP

HyperText Transfer Protocol. The client-server TCP/IP protocol used on the

http://opensta.org/docs/ug/os-gloss.htm (3 of 12)12/27/2007 4:19:45 AM


http://www.w3.org/TR/1998/REC-DOM-Level-1-19981001/introduction.html
http://www.w3.org/TR/REC-DOM-Level-1/

Glossary

World-Wide Web for the exchange of HTML documents. HTTP is the protocol
which enables the distribution of information over the Web.

HTTPS

HyperText Transmission Protocol, Secure. A variant of HTTP used by Netscape
for handling secure transactions. A unique protocol that is simply SSL
underneath HTTP. See SSL.

HTTP/S

Reference to HTTP and HTTPS.

Load Test

Using a Web Application Environment in a way that would be considered
operationally normal with a normal to heavy number of concurrent Virtual
Users.

Modules

See OpenSTA Modules.

Monitoring Window

The Monitoring Window lists all the display options available during a Test-run
or a single stepping session in a directory structure which you can browse
through to locate the monitoring option you need. Each Task Group included in
the Test is represented by a folder which you can double-click on to open and
view the display options contained.

Use the Monitoring Window to select and deselect display options in order to
monitor the Task Groups included in your Test and to view additional data
categories, including summary data and an error log. The monitoring display
options available vary according to the type of Task Groups included in a Test.

The Monitoring Window is located on the right-hand side of the Monitoring Tab
by default, but can be moved or closed if required.

Name Server

See OpenSTA Name Server.

O.M.G.

Object Management Group. A consortium aimed at setting standards in object-
oriented programming. In 1989, this consortium, which included IBM
Corporation, Apple Computer Inc. and Sun Microsystems Inc., mobilized to
create a cross-compatible distributed object standard. The goal was a common
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binary object with methods and data that work using all types of development
environments on all types of platforms. Using a committee of organizations,
OMG set out to create the first Common Object Request Broker Architecture
(CORBA) standard which appeared in 1991. The latest standard is CORBA 2.2.

Open Source

A method and philosophy for software licensing and distribution designed to
encourage use and improvement of software written by volunteers by ensuring
that anyone can copy the source code and modify it freely.

The term Open Source, is now more widely used than the earlier term, free
software, but has broadly the same meaning: free of distribution restrictions,
not necessarily free of charge.

OpenSTA Dataname

An OpenSTA Dataname comprises between 1 and 16 alphanumeric, underscore
or hyphen characters. The first character must be alphabetic.

The following are not allowed:

. Two adjacent underscores or hyphens.

. Adjacent hyphen and underscore, and vice versa.

. Spaces.

. Underscores or hyphens at the end of a dataname.

Note: Where possible avoid using hyphens in the names you give to Tests,
Scripts and Collectors. The hyphen character functions as an operator in SCL
and conflicts can occur during Test-runs.

OpenSTA Modules

OpenSTA is a modular software system that enables users to add additional
functionality to the system by installing new OpenSTA Modules. When a new
Module is installed existing functionality is enhanced, enabling users to develop
their configuration of OpenSTA in line with their performance Testing
requirements. Each Module comes complete with its own user interface and run-
time components.

OpenSTA Modules are separate installables that bolt on to the core architecture
to add specific functionality, including performance monitoring and data
collection for all three layers of Web Application Environment activity:

. Low-level - Hardware/Operating System performance data
. Medium-level - Application Performance Data
. High-level - Transaction Performance Data
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OpenSTA Name Server

The OpenSTA Name Server allows the interaction of multiple computers across
a variety of platforms in order to run Tests. The Name Server's functionality is
built on the Object Management Group's CORBA standard.

Performance Test

One or more Tests designed to investigate the efficiency of Web Application
Environments (WAE). Used to identify any weaknesses or limitations of target
WAES using a series of stress Tests or load Tests.

Proxy Server

A proxy server acts as a security barrier between your internal network
(intranet) and the Internet, keeping unauthorized external users from gaining
access to confidential information on your internal network. This is a function
that is often combined with a firewall.

A proxy server is used to access Web pages by the other computers. When
another computer requests a Web page, it is retrieved by the proxy server and
then sent to the requesting computer. The net effect of this action is that the
remote computer hosting the Web page never comes into direct contact with
anything on your home network, other than the proxy server.

Proxy servers can also make your Internet access work more efficiently. If you

access a page on a Web site, it is cached on the proxy server. This means that

the next time you go back to that page, it normally does not have to load again
from the Web site. Instead it loads instantaneously from the proxy server.

Repository

The OpenSTA Repository is where Scripts, Collectors, Tests and results are
stored. The default location is within the OpenSTA program files directory
structure. A new Repository is automatically created in this location when you
run Commander for the first time.

You can create new Repositories and change the Repository path if required.
In Commander click Tools > Repository Path.

Manage the Repository using the Repository Window within Commander.

Repository Host

The Host, represented by the name or IP address of the computer, holding the
OpenSTA Repository used by the local Host. A Test-run must be started from
the Repository Host and the computer must be running the OpenSTA Name
Server.
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Repository Window

The Repository Window displays the contents of the Repository which stores all

the files that define a Test. Use the Repository Window to manage the contents

of the Repository by creating, displaying, editing and deleting Collectors, Scripts
and Tests.

The Repository Window is located on the left-hand side of the Main Window by
default and displays the contents of the Repository in three predefined folders
3 Collectors, & Scripts, and 1 Tests. These folders organize the contents
of the Repository into a directory structure which you can browse through to
locate the files you need.

Double-click on the predefined folders to open them and display the files they
contain.

Right-click on the folders to access the function menus which contain options
for creating new Collectors, Scripts and Tests.

Results Window

The Results Window lists all the results display options available after a Test-
run or a single stepping session is complete. The display options are listed in a
directory structure which you can browse through to locate the results option
you need. Each Collector-based Task Group included in the Test is represented
by a folder which you can double-click on to open and view the display options
contained.

Use the Results Window to select and deselect display options in order to view
and analyze the results data you need. The results display options available
vary according on the type of Task Groups included in a Test.

The Results Window is located on the right-hand side of the Results Tab by
default, but can be moved or closed if required.

SCL

See Script Control Language.

SCL Reference Guide

Use the SCL Reference Guide for information on the SCL commands used in
Script modeling.

Hard copy and soft-copy versions of this guide are available.

You can view or download it from OpenSTA.org.

An on-line version is available in Script Modeler; click Help > SCL Reference.

Script
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Scripts form the basis of HTTP/S load Tests using OpenSTA. Scripts supply the
HTTP/S load element used to simulate load against target Web Application
Environments (WAE) during their development.

A Script represents the recorded HTTP/S requests issued by a browser to WAE
during a Web session. They are created by passing HTTP/S traffic through a
proxy server known as the Gateway, and encoding the recorded data using
Script Control Language (SCL). SCL enables you to model the content of Scripts
to more accurately generate the Web scenario you need to reproduce during a
Test.

Scripts encapsulate the Web activity you need to test and enable you to create
the required Test conditions. Use Commander to select Scripts and include them
in a Test then run the Test against target WAESs in order to accurately simulate
the way real end users work and help evaluate their performance.

Scripts are saved as a .HTP file and stored in the Repository.

Script Control Language

SCL, Script Control Language, is a scripting language created by CYRANO used
to write Scripts which define the content of your Tests. Use SCL to model
Scripts and develop the Test scenarios you need.

Refer to the SCL Reference Guide for more information.

Script Modeler

Script Modeler is an OpenSTA Module used to create and model Scripts
produced from Web browser session recordings, which are in turn incorporated
into performance Tests by reference.

Script Modeler is launched from Commander when you open a Script from the
Repository Window.
Single Stepping

Single stepping is a debugging feature used to study the replay of Script-based
Task Groups included in an HTTP/S load Test. Run a single stepping session to
follow the execution of the Scripts included in a Task Group to see what actually
happens at each function call, or when a process crashes.

SNMP

Simple Network Management Protocol. The Internet standard protocol
developed to manage nodes on an IP network. SNMP is not limited to TCP/IP. It
can be used to manage and monitor all sorts of equipment including computers,
routers, wiring hubs, toasters and jukeboxes.

For more information visit the NET_SNMP Web site:
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. What is it? (SNMP)

http://net-snmp.sourceforge.net/

SSL

Secure Sockets Layer. A protocol designed by Netscape Communications
Corporation to provide encrypted communications on the Internet. SSL is
layered beneath application protocols such as HTTP, SMTP, Telnet, FTP, Gopher,
and NNTP and is layered above the connection protocol TCP/IP. It is used by the
HTTPS access method.

Stress Test

Using a Web Application Environment in a way that would be considered
operationally abnormal. Examples of this could be running a load test with a
significantly larger number of Virtual Users than would normally be expected, or
running with some infrastructure or systems software facilities restricted.

Task

An OpenSTA Test is comprised of one or more Task Groups which in turn are
composed of Tasks. The Scripts and Collectors included in Task Groups are
known as Tasks. Script-based Task Groups can contain one or multiple Tasks.
Tasks within a Script-based Task Group can be managed by adjusting the Task
Settings which control the number of Script iterations and the delay between
iterations when a Test is run.

Collector-based Task Groups contain a single Collector Task.

Task Group

An OpenSTA Test is comprised of one or more Task Groups. Task Groups can be
of two types, Script-based or Collector-based. Script-based Task Groups
represent one or a sequence of HTTP/S Scripts. Collector-based Task Groups
represent a single data collection Collector. Task Groups can contain either
Scripts, or a Collector, but not both. The Scripts and Collectors included in Task
Groups are known as Tasks.

A Test can include as many Task Groups as necessary.

Task Group Definition

An OpenSTA Task Group definition constitutes the Tasks included in the Task
Group and the Task Group settings that you apply.

Task Group Settings

Task Group settings include Schedule settings, Host settings, Virtual User
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settings and Task settings and are adjusted using the Properties Window of the
Test Pane. Use them to control how the Tasks and Task Group that comprise a
Test behave when a Test is run.

Schedule settings determine when Task Groups start and stop.
Host settings specify which Host computer is used to run a Task Group.

Virtual User settings control the load generated against target Web Application
Environments during specification of the number of Virtual Users running a Task
Group. Set Logging levels to determine the amount of performance statistics
collected from Virtual Users running the Tasks. You can also select to Generate
Timers for each Web page returned during a Test-run.

Task settings control the number of times a Script-based Tasks are run
including the delay you want to apply between each iteration of a Script during
a Test-run.

Test

An OpenSTA Test is a set of user controlled definitions that specify which
Scripts and Collectors are included and the settings that apply when the Test is
run. Scripts define the test conditions that will be simulated when the Test is
run. Scripts and Collectors are the building blocks of a Test which can be
incorporated by reference into many different Tests.

Scripts supply the content of a Test and Collectors control the type of results
data that is collected during a Test-run. Test parameters specify the properties
that apply when you run the Test, including the number of Virtual Users, the
iterations between each Script, the delay between Scripts and which Host
computers a Test is run.

Commander provides you with a flexible Test development framework in which
you can build Test content and structure by selecting the Scripts and Collectors
you need. A Test is represented in table format where each row within it
represents the HTTP/S replay and data collection Tasks that will be carried out
when the Test is run. Test Tasks are known as Task Groups of which there are
two types, either Script-based and Collector-based.

Test Pane

The Test Pane is the workspace used to create and edit Tests, then run a Test
and monitor its progress. After a Test-run is complete results can be viewed
and compared here. The Test Pane is displayed in the Commander Main Window
when you open a Test from the Repository Window.

Test Table

The Test table is a workspace located within the Configuration tab of the Test
Pane, used to add the contents and develop the structure of a Test, and to
specify the Task Group settings that control how the Test runs.
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http://op

Use it in combination with the Repository Window to add Scripts and Collectors,
which are represented in the Test table as Tasks within Task Groups. A Task
occupies one cell within a Task Group which in turn occupies one row in the
Test Table.

Most of the cells in a Task Group have functions associated with them which
enable you to control the Tasks they contain. Select a Task Group cell in the
Test table and use the Properties Window to configure the Task Group settings.

Transaction

A unit of interaction with an RDBMS or similar system.

URI

Uniform Resource ldentifier. The generic set of all names and addresses which
are short strings which refer to objects (typically on the Internet). The most
common kinds of URI are URLs and relative URLs.

URL

Uniform Resource Locator. A standard way of specifying the location of an
object, typically a Web page, on the Internet. Other types of object are
described below. URLs are the form of address used on the World-Wide Web.
They are used in HTML documents to specify the target of a hyperlink which is
often another HTML document (possibly stored on another computer).

Variable

Variables allow you to change the fixed values recorded in Scripts. A variable is
defined within a Script. Refer to the Modeling Scripts section for more
information.

Virtual User

A Virtual User is the simulation of a real life browser user that performs the
Web activity you want during a Test-run. The activity of Virtual Users is
controlled by recording and modeling the Scripts that represent the Web
activity you want to Test. They are generated when a Script-based Task Group
iIs executed during a Test-run and are used to produce the load levels you need
against target WAEs.

Web Application Environment, WAE

The applications and/or services that comprise a Web application. This includes
database servers, Web servers, load balancers, routers, applications servers,
authentication/encryption servers and firewalls.
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Web Applications Management, WAM

Consists of the entirety of components needed to manage a Web-based IT
environment or application. This includes monitoring, performance testing,
results display, results analysis and reporting.

Web Site

Any computer on the Internet running a World-Wide Web server process. A
particular Web site is identified by the host name part of a URL or URI. See also
Web Application Environment
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Appendix: HTTP Test Executer Initialization File
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Appendix:
HTTP Test Executer Initialization File

The Initialization file TestExecuter_web.ini is copied to the OpenSTA Engines
directory when OpenSTA is installed. This file contains parameters that can be
modified to customize the operation of the HTTP Test Executer.

If the TestExecuter_web.ini file is not found, the HTTP Test Executer uses the
default parameter values.

This file has four sections FILES, SOCKET, TEST and THREAD POOL. The
parameters that may appear in each section are listed below.

FILES

This section contains parameters related to the HTTP Test Executer Trace file,
Trace.txt. This file is located in the OpenSTA Engines directory.

Parameters:

TracelLevel:

Filters what information is output to the trace file. Range: 0-1000.

If this parameter is set to zero, or is not specified, the trace level is set to the
value specified in the Trace Settings dialog within Commander. However, if the
trace level specified here is higher than that specified in Commander, the higher
trace level is used.

This allows the trace level for the HTTP Task Group Executer on each Host to be
set independently.

Current supported values:
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O = Errors only (Default value)
10 = Low level tracing
20 = Medium level tracing
50 = Detailed tracing

1000= Full trace (This value can produce a large Trace file)

SOCKET

This section contains parameters related to socket 1/0.

Parameters:

MaxSocketDataBuffersCount:

The number of memory buffers reserved to store received data. Each buffer is
the size of the operating system's memory page (4Kb on x86). Too high a value
for this parameter will cause an unnecessarily large amount of memory to be
reserved. This is not necessarily a problem since the memory is not committed

until it is actually required. Too low a value will cause a test to fail, because
there is an insufficient number of buffers.

Default: 64000.
SocketDataBuffersGrowingCount:

The number of buffers allocated to store received data when more buffers are
required. Each buffer is the size of the operating system’'s memory page (4Kb
on x86). The buffers are allocated from the reserved pool, whose size is
specified by the MaxSocketDataBuffersCount parameter.

Default: 2000.
MaxSSLConcurrentReq:

The maximum number of SSL buffers that it is estimated will be used at the
same time.

This should be set to: No. of Virtual Users * No. of sockets (1 to 4) per Virtual
User

Default: 8000.
SSLGrowingBuffCount:

The number of SSL buffers that will be allocated when more buffers are
required.
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Default: 1000.
TCP_KeepAlives:

Enable or disable TCP Keepalives. If this parameter is set to a value of 1, TCP
Keepalives are enabled for all TCP connections established by the HTTP Task
Group Executer. This causes the Executer to emit a TCP Keepalive, every
second, after a TCP connection has been inactive for a period of time. On
Windows 2000, this period is specified by the KeepAlivelnterval parameter. On
Windows NT, it is fixed at 2 hours. If an error is detected by a TCP Keepalive,
an error message is logged to the Audit Log and Error Log and the associated
virtual user is aborted.

TCP Keepalives can be used, to prevent virtual users '‘hanging’ when no
response is received for TCP requests issued on their behalf, e.g. because of the
failure of a TCP connection. There is a slight performance hit in using this
feature, so for greatest efficiency, it should be disabled if it is not required.

If this parameter is not specified, or is set to a value of O, TCP Keepalives are
disabled and virtual users will wait indefinitely for TCP requests to complete.

Default: O
KeepAlivelnterval:

When TCP_KeepAlives is set to a value of 1 and the Executer Host is running
Windows 2000, this parameter specifies the time period in milliseconds after
which the HTTP Task Group Executer will emit TCP Keepalives for an inactive
TCP connection.

Default: 30000

TEST

This section contains Test related parameters.

Parameters:

BrowserParallelism:

Maximum number of requests that the browser normally manages at the same
time.

According to RFC 2616 this should be 2 for HTTP 1.1, although in practice it can
frequently be as high as 4. The Scripts generated by the Script Modeler, can be
used to determine the value for this parameter for your browser(s).

Default: 4.
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InitialVirtualUserCount:
The number of Virtual User Control Blocks pre-allocated at the start of a Test.
Pre-allocating Control Blocks avoids the overhead of allocating them during the
Test. The optimum value for this parameter is the total number of Virtual Users
that are to run during a Test. This way no Control Blocks will need to be

allocated during the Test-run, and, if at some time during the Test, all Virtual
Users are executing simultaneously, all the Control Blocks will be in use.

Default: 1000.
VirtualUserGrowBYy:

The number of Virtual User Control Blocks allocated when more Virtual Users
are required during a Test-run.

Default: 20.

THREAD POOL
This section contains parameters controlling the behavior of the thread pool.
Parameters:

ThreadPoolConcurrentThreads:

The number of concurrent threads. A value of zero indicates one thread per
CPU.

Recommended range: O - (4 * number of CPUSs).

Default: O (1 thread per CPU).

ThreadPoolSize:

The number of threads available in the thread pool. A value of zero creates a
thread pool size of 25 * ThreadPoolConcurrentThreads.

Recommended range: O - 100.

Default: 0 (25 * ThreadPoolConcurrentThreads).

Setting the MaxSocketDataBuffersCount Parameter

This parameter should ideally be set to the maximum the number of buffers
that are required at any one time. This means that no superfluous space is
reserved and all reserved space is used.

One way of calculating this value, is to estimate the maximum number of
buffers required for a socket on a thread and then to perform the following
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calculation:
No. of Sockets per VU * No. of VUs * Max. no. of buffers required per socket.

This allocates enough buffers for each Virtual User to process the largest item
concurrently. This may not be realistic, for example, if the largest item is very
large compared to others and is not processed very often.

Another way of calculating the value, is to determine a more realistic value for
the number of buffers required by an individual user across all sockets and then
to perform the following calculation:

No. of VUs * No. of buffers required per VU (across all sockets).
The received data buffer size is equal to the size of the system's memory page

(4Kb on x86).

How the above may be used in practice, is probably best illustrated by an
example. Consider a very simple HTTP test specifying 10 virtual users, each
issuing no more than 2 requests in parallel: a 2Kb HTML page, containing a
23Kb GIF image.

The first formula above would result in a value of 120 for

MaxSocketDataBuffersCount, i.e.:

2 * 10 * 6 (No. of Sockets per VU * No. of VUs * Max. no. of buffers required
per socket)

Why 67 Because 6 buffers (of 4Kb each) are required to receive 23Kb (the size
of the largest item). However, in this example there are only two items to be
processed, so if one socket is processing the GIF image (23Kb) then the other
socket must be processing the HTML page (2Kb). Therefore, the second formula
above would be more appropriate and would result in a value of 70 for
MaxSocketDataBuffersCount, i.e.:

10 * 7 (No. of VUs * No. of buffers required per VU (across all sockets)).

Why 77 Because 7 buffers (of 4Kb each) are required to receive 25Kb (23Kb +
2Kb the maximum size of the items to be processed concurrently by a thread).

Although the example is very simple, it does illustrate how the two formulae
can be applied in practice.

Below is a sample INI file:
[FILES]

TracelLevel=500
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[SOCKET]
MaxSocketDataBuffersCount=64000
SocketDataBuffersGrowingCount=2000
MaxSSLConcurrentReg=8000
SSLGrowingBuffCount=1000
[TEST]

BrowserParallelism=4
InitialVirtualUserCount=1000
VirtualUserGrowBy=20
[THREAD POOL]
ThreadPoolSize=0

ThreadPoolConcurrentThreads=0

See also:

Test Executers
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The OpenSTA Architecture

OpenSTA (Open System Testing Architecture) is a distributed software
architecture for developing, executing and analyzing the results of Tests.

A Test may include Scripts or Collectors or both. Scripts define the operations
performed by Virtual Users. Collectors define sets of SNMP, NT Performance
data or other data to be retrieved during all or part of a Test-run. They can
provide useful information about system activity and the Results can be
analyzed alongside those from other OpenSTA Modules.

The OpenSTA Architecture provides generic facilities that may be used by other
OpenSTA Modules. This chapter describes this architecture and its components.

See also:

OpenSTA Modules

An OpenSTA Test

The Test Manager and Task Group Executers

A Distributed Architecture

The Web Relay Daemon

The OpenSTA Repository

SNMP Collectors

NT Performance Collectors

Architecture Module Installed Files

Script-Based Module Installed Files
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SNMP Module Installed Files

NT Performance Module Installed Files

Error Reporting and Tracing

Starting OpenSTA

The Name Server Configuration Utility

The OpenSTA Daemon

Command Line Formats

OpenSTA Modules

The OpenSTA Architecture Module is the base OpenSTA Module and must be
installed before all others. It is installed, as are all Modules, using Microsoft
Installer. The graphical Commander utility is used to develop and run Tests. It
Is also used to display the results of Test-runs. Each Module, provides its own
Plug-ins to provide Module-specific Configuration, Test-run Monitoring and
Results display facilities. They are invoked by Commander.

See also:

An OpenSTA Test

The OpenSTA Architecture

An OpenSTA Test

A Test is represented in Commander as a table. This table may contain any
number of rows, each defining one of two types of Task Group to be executed,

a Script-based Task Group and a Collector-based Task Group.

A Script-based Task Group contains one, or a sequence of Tasks, to be
performed by one or more Virtual Users. Each Task is represented by a Script,
written in the SCL scripting language (Script Control Language) developed by
CYRANO, which in HTTP/S Load, represents a recorded Web browser session.
When a Test is run, the SCL compiler is invoked to compile these Scripts into
object files for execution by Task Group Executers.

Each OpenSTA Module provides its own facilities for creating and maintaining
Module-specific Scripts. For example, HTTP/S Load provides the Script Modeler
module for producing Scripts from Web browser session recordings. The file
extension for SCL Script source files is Module-specific, for HTTP scripts the
extension is .HTP. The object file extension is .TOF. A .SCD file is also created
by the SCL compiler; this contains a list of script dependencies and is used to
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identify items required to compile and run a Script.

A Collector-based Task Group, defines a set of data to be retrieved from one or
more Hosts at user-specified intervals during all or part of a Test-run. This data
can be viewed alongside other Results to provide comprehensive information
about a Test-run. Each such Task Group consists of a single Task, known as a
Collector, defining the data to be retrieved. Collectors can be defined for
retrieving performance data from Hosts running Windows NT or Windows 2000
and for retrieving SNMP data from Host computers, or other devices, running an
SNMP agent or proxy SNMP agent. Collectors may retrieve data for all or part of
a Test-run. Each Collector is held as a file. NT Performance Collectors have the
extension .NTP. SNMP Collectors have the extension .SMP.

The definition of a Test, as represented in the table displayed by Commander, is
stored in a Test Definition file. This is held within the Test's subfolder. For
example, if OpenSTA is installed in the default location, the Test Definition file
for the Test MYTEST would be:

C.\ Program Fi | es\ OQpenSTA\ Reposi t ory\ Test s\ MYTEST\ MYTEST. t st
The Test Definition file is read by the Test Manager and used to initiate and
control the execution of a Test.

When a Test is initiated all the Task Groups, identified by rows in a test table,
are started in accordance with the start criteria specified in the Test Definition
file. Each Task Group may be started when the Test starts, after a fixed time
period from the start of the Test or at a specified day and time of day.

See also:

The Test Manager and Task Group Executers

The OpenSTA Architecture

The Test Manager and Task Group Executers

When a Test is executed, a Test Manager process and one or more Task Group

Executer processes are created to execute the Test and its constituent Scripts
and Collectors.

When a Test is initiated, by clicking the Start Test button ﬂ , a single Test
Manager process is created on the Repository Host to execute the TestManager.
exe image. This reads the Test Definition file and schedules the execution of the
Task Groups that make up the Test. The Test Manager creates a new Task
Group Executer process for each Collector-based Task Group and a single Task
Group Executer process for each host on which an HTTP Task Group is to be
executed. The Task Group definition specifies the Host on which its Executer
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process is created.

Task Groups containing Scripts are executed by Module-specific Task Group
Executers. For example, a Task Group containing Scripts from HTTP/S Load will
be run by the HTTP Task Group Executer (TExecuter_htp.exe), which can be
configured using the initialization file TestExecuter_web.ini.

For more information, see Appendix: Test Executer Parameter File. One Test
Executer process is created for each Task Group to be executed on a Host.

Collector-based Task Groups are also executed by Module-specific Executers.
The Host on which the Task Group Executer runs is specified in the Task Group

settings. This is not the Host from which data will be retrieved during a Test-

run. The target Hosts for data retrieval are specified in the Collector and defined
in the queries it contains.

NT Performance Collector Task Groups are executed by the NT Performance
Task Group Executer (TExecuter_ntp.exe). These Executers may run for all or
part of a Test-run.

SNMP Collector Task Groups are executed by the SNMP Task Group Executer
(TExecuter_smp.exe). These Executers may also run for all or part of a Test-
run.

Script-based Task Group Executers close down when all Task Group execution
on a host is complete. When all Script-based Execution is complete the
Collector-based Task Group Executers and the Test Manager close down.

See also:

A Distributed Architecture

The OpenSTA Architecture

A Distributed Architecture

OpenSTA allows the Task Groups that comprise a Test to be executed on
remote Hosts. In order to do this, OpenSTA must be installed on each remote
Host and the OpenSTA Name Server on each configured to specify the
Repository Host for the Test. Each Name Server must then be restarted. The
Name Server on the Repository Host must always be started first.

The Test Manager process created for a Test, always runs on the Repository
Host, from which the Test must be initiated. Task Group Executer processes are
created by the Test Manager on the Hosts on which the Task Groups are to be
executed.

OpenSTA's distributed architecture is based on the Common Object Request
Broker Architecture (CORBA) developed by the Object Management Group

http://opensta.org/docs/ug/os-archi.htm (4 of 28)12/27/2007 4:19:50 AM



The OpenSTA Architecture

(OMG), and uses the omniORB Object Request Broker (ORB) and Naming
Service from AT&T Laboratories Cambridge.

See also:

The OpenSTA Repository

The OpenSTA Architecture

The Web Relay Daemon

The Web Relay Daemon

OpenSTA's distributed software architecture enables Test execution on remote
Web-based Hosts. This is achieved using a Web Relay Daemon facility which
allows the CORBA-based communications within the OpenSTA architecture to be
transmitted between machines that are located over the Web.

The Web Relay Daemon facilitates configuration of the components that
comprise the Web Relay environment. These consist of the Web Relay Daemon,
a Web server and the OpenSTA architecture. Normal Test control
communications use XML over HTTP. OpenSTA Web-based replay allows two
modes of file transfer: HTTP or FTP. The system also allows SSL-based data
transfer.

Use the Web Relay Daemon to map all the machines that need to connect to
one another in an OpenSTA architecture which includes Web-based machines.
These facilities offer the full range of OpenSTA communications between single
or groups of Web-based machines running OpenSTA.

After configuring the Web Relay Daemon remote Hosts can be selected to run a
Task Group as normal. For more information see Select the Host used to Run a

Task Group.

Web Relay Daemon Architecture
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OpenSTA Architec s |

OpenSTA
Console

Relay <

Note: OpenSTA Console refers to a Host computer that has an installation of
OpenSTA. This includes the OpenSTA Architecture and Commander, and may
also include the Repository, where all Test related files and results are stored.

See also:

Configuring the Web Relay Daemon

Select the Host Used to Run a Task Group

Test-runs

Configuring the Web Relay Daemon

The configuration of the Web Relay Daemon involves:

Configuring the Web Server

Configuring the Relay Map

Setting the Trace Level

Configuring the Web Server

1. Activate the OpenSTA Web Relay facility:
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7.

Click Start > Programs > OpenSTA > OpenSTA Web Relay. The Web

Relay Daemon icon \ﬁ appears in the task bar.
Note: It is assumed that you already have a Web server installed that
supports ISAPI.

Right-click on \ﬁ and select Edit Server Settings from the pop-up menu
to open the Server Settings window.

Note: If the Web Relay Daemon is inactive the ﬁ icon is visible.

Enter the port number of the local Web server in the Port field.

Check the Use SSL option if SSL security is required.

Type the path and root directory of the Web server in the Root
Directory field.

A DLL is automatically entered in the ISAPI Extension field and a cache
file in the File Cache field.

If you want to use FTP file transfer for data transmission, check the
Enable FTP File Transfer option and enter your settings in the complete
the optional Local FTP Server Settings fields.

Click on Save to apply your settings.

See also:

Select the Host Used to Run a Task Group

Test-runs

Configuring the Relay Map

1.

Activate the OpenSTA Web Relay facility:
Click Start = Programs > OpenSTA > OpenSTA Web Relay. The Web

Relay Daemon icon \ﬁ appears in the task bar.
Note: It is assumed that you already have a Web server installed that
supports ISAPI.

Right-click on h and select Edit Relay Map from the pop-up menu to
open the Edit Relay Map Settings window.
Note: If the Web Relay Daemon is inactive the \Eﬁ icon is visible.

Click on ﬂ in the toolbar to add the Relay Map settings of the remote
Host you want to connect to.

In the Edit Relay Map Settings window enter the name of the remote host
in the Alias field.

In the IP Address field, enter the IP address of the remote host.

Type the ISAPI extension in the Extension Path field.
Note: This entry is identical to the one in the ISAPI Extension field in the
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Web server configuration settings.
7. Enter the port number of the Web server in the Port field.

®

In the User Name field, enter the user name.
9. Type the password in the Password field.
10. Check the Use SSL option if SSL security is required.

11. Click OK to confirm the Relay Map settings.
Note: Repeat this process on the remote Host to complete the mapping
of the two machines.

See also:

Select the Host Used to Run a Task Group

Test-runs
Setting the Trace Level

1. Activate the OpenSTA Web Relay facility:
Click Start = Programs > OpenSTA > OpenSTA Web Relay. The Web

Relay Daemon icon \ﬁ appears in the task bar.
Note: It is assumed that you already have a Web server installed that
supports ISAPI.

2. Right-click on \ﬁ and select Set Trace Level from the pop-up menu to
open the Set Trace Level dialog box.
Note: If the Web Relay Daemon is inactive the ﬁ icon is visible.

3. Click B to the right of the Trace Level field and select a trace level
setting from the drop down list.
Tip: The trace level you select effects the amount of information you
receive about the Test executer processes if problems are encountered
during a Test-run. The default setting is “None'.

4. Click on OK to confirm the setting.

See also:

Select the Host Used to Run a Task Group

Test-runs

The OpenSTA Repository

All Test Definition files and the result files produced by Test-runs are stored in a
flat-file structure on disk; this serves as the OpenSTA Repository. The default
Repository folder, if OpenSTA is installed in the default location, is:
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C.\ Program Fi | es\ OQpenSTA\ Repository

An empty OpenSTA Repository is created by Commander when it is invoked, if
the local Host is the Repository Host and the Repository does not exist. An
empty Repository contains the following files:

OpenSTA\ Reposi t ory - OpenSTA Repository

OpenSTA\ Reposi t ory\ Capt ures\ -HTTP Module .ALL files

OpenSTA\ Reposi t ory\ Dat a\ - Datafiles, e.g. for file variables

OpenSTA\ Reposi t ory\ Obj ect Code\ - Script object files

OpenSTA\ Reposi tory\ Profil es\ - Collectors

OpenSTA\ Reposi tory\ Scri pt s\ - Script sourcefiles

OpenSTA\ Reposi t ory\ Test s\ - Test files, including test result folders

OpenSTA\ Reposi tory\ TraceSetti ngs. t xt - Trace settings

OpenSTA\ Reposi tory\ Scri pt s\ I ncl ude\ - Scriptincludefiles

OpenSTA\ Reposi tory\ Scri pts\ I ncl ude\ gl obal variables.inc -
SCL global includefile

OpenSTA\ Reposi tory\ Scri pts\Incl ude\response_codes. i nc -
SCL HTTP response codes includefile

An alternative Repository folder can be specified within Commander using the
Repository Path option on the Tools menu.

Below is an example listing of the contents of an OpenSTA Repository with
sample Collectors, Scripts and Tests:

OpenSTA\ Reposi tory\. TWP

OpenSTA\ Reposi t ory\ Capt ures

OpenSTA\ Reposi t ory\ Dat a QpenSTA\ Reposi t or y\ Qbj ect Code
OpenSTA\ Repository\ Profil es OpenSTA\ Repository\ Scripts
OpenSTA\ Reposi tory\ Tests OpenSTA\ Repository\ TraceSetti ngs. txt
OpenSTA\ Reposi t or y\ Capt ur es\ ADDCUST. ALL

OpenSTA\ Reposi t or y\ Capt ur es\ CUSTORDER. ALL

OpenSTA\ Reposi t ory\ Capt ures\ LOG N. ALL

OpenSTA\ Reposi t or y\ Obj ect Code\ ADDCUST. scd

OpenSTA\ Reposi t or y\ Obj ect Code\ ADDCUST. t of

OpenSTA\ Reposi t or y\ Cbj ect Code\ CUSTORDER. scd

OpenSTA\ Reposi t or y\ Obj ect Code\ CUSTORDER. t of

OpenSTA\ Reposi t ory\ Obj ect Code\ LOG N. scd

OpenSTA\ Reposi t or y\ Obj ect Code\ LOG N. t of

OpenSTA\ Reposi t ory\ Profil es\ NTPDATA. NTP

OpenSTA\ Reposi tory\ Profi | es\ SNMPDATA. SMP

OpenSTA\ Reposi t ory\ Scri pt s\ ADDCUST. HTP

OpenSTA\ Reposi tory\ Scri pt s\ CUSTORDER. HTP

OpenSTA\ Reposi tory\ Scri pts\ I ncl ude

OpenSTA\ Reposi tory\ Scri pt s\LOG N. HTP
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OpenSTA\ Reposi tory\ Scri pt s\ I ncl ude\ gl obal vari abl es. i nc

OpenSTA\ Reposi tory\ Scri pts\Include\response_codes. inc

OpenSTA\ Reposi t or y\ Test s\ NEWCUST

OpenSTA\ Reposi t or y\ Test s\ NEWORDERS

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001 14-42-30. 001

OpenSTA\ Reposi t or y\ Test s\ NEWCUST\ NEWCUST. TST

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001 14-42- 30. 001\ Err Log.
t xt

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001
14- 42-30. 001\ | CLog_| PADR. t xt

OpenSTA\ Reposi t or y\ Test s\ NEWCUST\ 27- 06- 2001 14- 42- 30. 001\ NTPHeader .
t xt

OpenSTA\ Reposi t or y\ Test s\ NEWCUST\ 27- 06- 2001 14- 42- 30. 001\ NTPSt at .
t xt

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001
14- 42- 30. 001\ SNMPHeader . t xt

OpenSTA\ Reposi t or y\ Test s\ NEWCUST\ 27- 06- 2001 14- 42- 30. 001\ SNVPSt at .
t xt

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001 14- 42- 30. 001\ Summary.
t xt

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001 14- 42- 30. 001\ Test Conf .
dat

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001 14- 42- 30. 001\ Test Log.
t xt

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001
14- 42- 30. 001\ Test Manager _1620. | og

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001
14- 42- 30. 001\ TEW | PADR- 1676. st at

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001
14- 42- 30. 001\ TEW | PADR- 1676. url s

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001
14- 42-30. 001\ TExecut er _ntp_1700. | og

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001
14- 42-30. 001\ TExecut er _snp_1908. | og

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001 14-42-30. 001\ Ti ner . t xt

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001 14- 42- 30. 001\ VUser sLog.
t xt

OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001 14-43-58. 001

OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ NEWORDERS. TST

OpenSTA\ Reposi t ory\ Test s\ NEWORDERS\ 27- 06- 2001 14-43-58. 001\ Err Log.
t xt

OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43-58. 001\ | CLog_| PADR. t xt

OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43- 58. 001\ NTPHeader . t xt

OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001 14- 43- 58. 001\ NTPSt at .
t xt

OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
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14- 43- 58. 001\ SNMPHeader . t xt
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43- 58. 001\ SNMPSt at . t xt
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001 14-43-58. 001\ Summary.
t xt
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43-58. 001\ Test Conf . dat
OpenSTA\ Reposi t ory\ Test s\ NEWORDERS\ 27- 06- 2001 14- 43- 58. 001\ Test Log.
t xt
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43-58. 001\ Test Manager _1692. | og
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43-58. 001\ TEW | PADR- 1624. st at
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43-58. 001\ TEW | PADR- 1624. url s
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43-58. 001\ TExecuter _ntp_1752. 1 og
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43-58. 001\ TExecut er _snp_1860. | og
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001 14-43-58. 001\ Ti ner.
t xt
OpenSTA\ Reposi t or y\ Test s\ NEWORDERS\ 27- 06- 2001
14- 43- 58. 001\ VUser sLog. t xt

Note: IPADR is the IP address on which the Test Manager or Task Group
Executer was executed (with dots replaced by underscores).

When a Test is executed, all Scripts that need to be compiled are compiled into
the \Objectcode folder of the Repository. If compilation is successful all the files
required to execute the Test, not the Task Groups within it, are copied to the
\Engines folder of the Repository Host, e.g.:

C.\ Program Fi | es\ QpenSTA\ Engi nes

When a Test Manager initiates the execution of a Task Group, all the files
required by the Task Group Executer are copied by the Executer to the \Engines
folder of the Executer Host. These files are temporary and can be deleted when
test execution is complete.

See also:

SNMP Collectors

The OpenSTA Architecture

SNMP Collectors
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The Simple Network Management Protocol (SNMP) Model and protocol allow
state information to be retrieved from nodes in a computer network that are
running SNMP agents or are served by proxy agents. A ~“Network Management
Station' sends an SNMP request to the SNMP agent, or proxy agent, which
returns the requested data.

The OpenSTA SNMP Module allows SNMP data to be retrieved from Host
computers and other devices running SNMP agents using OpenSTA SNMP
Collectors. These are created and maintained by the OpenSTA SNMP
Configuration Plug-in invoked by Commander. This uses the data in the
Management Information Block (MIB) files, supplied with OpenSTA or added by
the user, to present the data for selection. A list of the IP addresses of Hosts
within a user selected range of IP addresses may also be scanned to identify
Hosts running SNMP agents or proxy agents. This list may be used to select an
SNMP Collector Host and to view the object data from that Host.

An OpenSTA SNMP Collector defines the data to be retrieved from one or more
Hosts. An OpenSTA SNMP Collector is held as a comma-separated data file with
the .SMP file extension. SNMP data is retrieved and recorded at user specified
intervals throughout all or part of each Test-run by the OpenSTA SNMP Task
Group Executer (TExecuter_smp.exe). A different interval may be specified for
each SNMP object.

OpenSTA's SNMP Task Group Executer uses Net-SNMP from the University of
California at Davis.

SNMP data retrieved by the OpenSTA SNMP Task Group Executer can be
monitored as it is retrieved using the SNMP monitoring Plug-in from within
Commander. The data is stored in local files, one data file per Executer. These
files are closed and copied to the Test-run folder of the OpenSTA Repository on
the Repository Host when Test execution is complete, e.g.:

OpenSTA\ Reposi t or y\ Test s\ NEWCUST\ 27- 06- 2001
14- 42- 30. 001\ SN\VPHeader . t xt

OpenSTA\ Reposi t ory\ Test s\ NEWCUST\ 27- 06- 2001 14-42- 30. 001\ SNVPSt at .
t xt

The SNMPHeader.txt file contains descriptions for the data retrieved and is used
in Results display. There is one header file for each data file.

See also:

NT Performance Collectors

The OpenSTA Architecture

NT Performance Collectors
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Windows NT and Windows 2000 include a graphical tool, the Performance
Monitor, for viewing performance data on these systems. The OpenSTA NT
Performance Module allows the performance data displayed by this tool and
retrieved by the NT Performance facility to be recorded within OpenSTA.

OpenSTA allows NT Performance data to be retrieved from Hosts running
Windows NT or Windows 2000 using OpenSTA NT Performance Collectors,
created and maintained by the OpenSTA NT Performance Configuration Plug-in
invoked by Commander. An OpenSTA NT Performance Collector defines the
data to be retrieved from one or more Hosts. An NT Performance Collector is
held as a comma-separated data file with the .NTP file extension.

NT Performance data is retrieved at user specified intervals throughout each
Test-run by the OpenSTA NT Performance Task Group Executer (TExecuter_ntp.
exe).

OpenSTA's NT Performance Task Group Executer uses the Windows API to
retrieve the required data.

Windows Performance data retrieved by the OpenSTA NT Performance Task
Group Executer can be monitored as it is retrieved using the NT Performance
Plug-in within Commander. The data is stored in local files, one data file per
Executer. These files are closed and copied to the Test-run folder of the
OpenSTA Repository on the Repository Host when Test execution is complete, e.

g.:

OpenSTA\ Reposi t or y\ Test s\ NEWCUST\ 27- 06- 2001 14- 42- 30. 001\ NTPHeader .
t xt

OpenSTA\ Reposi t or y\ Test s\ NEWCUST\ 27- 06- 2001 14-42- 30. 001\ NTPSt at .
t xt

The NTPHeader.txt file contains descriptions for the data retrieved and is used
in Results display. There is one header file for each data file.

See also:

Architecture Module Installed Files

The OpenSTA Architecture

Architecture Module Installed Files

The following files are installed by the OpenSTA Architecture Module:

OpenSTA\ BaseUl \ - Base User Interface
OpenSTA\ Common\ - Common DLL'sand Active-X Controls
OpenSTA\ Copyi ng - GNU GPL
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OpenSTA\ Engi nes\ - Test Manager, Task Group Executers and associated fi | es
OpenSTA\ Pl ugi ns\ - Commander Plug-ins

QpenSTA\ README. t xt - OpenSTA “readme

OpenSTA\ Server\ - OpenSTA serverimagesand DLL's

OpenSTA\ BaseUl \ OpenSTAConmander . chm - Commander help
OpenSTA\ BaseUl \ oscomrander . exe - Commander
OpenSTA\ BaseUl \ Test Pl ugi n. exe - Test Configuration Plug-in

OpenSTA\ Common\ crmax20. di |

OpenSTA\ Conmon\ Msvcert . dl |

OpenSTA\ Common\ omrmi Dynam ¢303 rt. dl |
OpenSTA\ Conmon\ ormi ORB303_rt. dl |
OpenSTA\ Common\ omi t hread2 rt. dl |
OpenSTA\ Conmon\ st | port _vc6. dl |
OpenSTA\ Common\ TEPr f | nf 0. bat
OpenSTA\ Conmon\ TEPr f I nf o. di |
OpenSTA\ Common\ XAudi t Vi ewer . ocX
OpenSTA\ Conmon\ XChart Ctrl . ocx

OpenSTA\ Engi nes\ Msgl i b.dl | -MessageDLL

OpenSTA\ Engi nes\ scl . exe - SCL compiler

OpenSTA\ Engi nes\ Test Execut er. odl - Generic Task Group Executer ODL
OpenSTA\ Engi nes\ Test I nit. exe - Test Initiator utility

OpenSTA\ Engi nes\ Test Manager . exe - Test Manager

OpenSTA\ Pl ugi ns\ Confi gurati onTabDLL. dl |
OpenSTA\ Pl ugi ns\ Moni tori ngTabDLL. dl |
OpenSTA\ Pl ugi ns\ Resul t sTabDLL. dl |

OpenSTA\ Ser ver\ Cyr Dm. exe - OpenSTA Daemon

OpenSTA\ Server\ Cyr VDK002. dl | - CORBA Repository services provider
OpenSTA\ Ser ver\ Cyr VDKO03. dl | - CORBA Naming Service cleaner
OpenSTA\ Ser ver\ Cyr VDKOO4. dl | - CORBA Time service

OpenSTA\ Server\ Cyr VDK010. dl | - CORBA Injector Control and Status
OpenSTA\ Server\ Cyr VDKO11. dl | - CORBA Globa Variable Factory
OpenSTA\ Ser ver \ DaenonCFG. exe - Name Server Configuration utility
OpenSTA\ Ser ver\ Generi cObj ects. odl - Generic objects ODL
OpenSTA\ Server\ Logs\ -omniORB log files

OpenSTA\ Ser ver\ NSC. | og - Naming Service Cleaner log file

OpenSTA\ Server\ Omi O b\ - omniORB executable images

OpenSTA\ Server\ Thr eadDefi ni tion. odl - Thread definition ODL

OpenSTA\ Server\ Logs\ Shortcut to README. t xt. | nk

OpenSTA\ Server\ Omi O b\ nanecl t. exe - Naming Service Utility
OpenSTA\ Server\ Omi Or b\ omni Nanes. exe - Naming Service
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See also:

Script-Based Module Installed Files

The OpenSTA Architecture

Script-Based Module Installed Files

The following files are installed by the OpenSTA HTTP Module. They are listed as
an example of the files installed by a Script-based OpenSTA Module:

OpenSTA\ Common\ XHt t pSt at s. ocx - HTTP Statistics OCX or Active X

OpenSTA\ Engi nes\ TEHt t p. odl - HTTP Task Group Executer ODL

OpenSTA\ Engi
OpenSTA\ Engi

OpenSTA\ Engi
OpenSTA\ Engi

OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi

OpenSTA\ Pl ugi ns\ HTTPMonDLL. dl |
OpenSTA\ Pl ugi ns\ HTTPResul t sDLL. dl |

See also:

nes\ TExecut er _ht p. exe - HTTP Task Group Executer
nes\ Test Execut er _web. i ni - HTTP Task Group Executer ini file

nes\ Web\ - HTTP Modeler-specific files

nes\ W\eb\ Mbdel | er\ - HTTP Modeler-specific files
nes\ Wb\ Mbdel | er\ Capt ur eBHO. dl |
nes\ Wb\ Mbdel | er\ gat eway. exe

nes\ Wb\ Mbdel | er\ Generi cObj ect s. odl
nes\ Wb\ Mbdel | er\ gwconscnd. dl |

nes\ \eb\ Mbdel | er\ GAWConsol e. exe

nes\ Wb\ Mbdel | er\ gwhttp. dl |

nes\ Wb\ Mbdel | er\ headers. ini

nes\ Wb\ Mbdel | er\ Ht t pCapt ur eCnd. dl |
nes\ \eb\ Mbdel | er\ Recover er. exe

nes\ Wb\ Mbdel | er\ SCLRef er ence. chm
nes\ Wb\ Mbdel | er\ st port _vc6. dl |
nes\ Wb\ Mbdel | er\ TEHt t p. odlI

nes\ Wb\ Mbdel | er\ TEHt t pLi b. dl |

nes\ Wb\ Mbdel | er\ TMbdel | er _Web. exe
nes\ Wb\ Mbdel | er\ Tof 2Scl . dl |

- HTTP Monitoring Plug-in
- HTTP Results Analysis Plug-in

SNMP Module Installed Files

The OpenSTA Architecture

SNMP Module Installed Files
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The following files are installed by the OpenSTA SNMP Module.

OpenSTA\ BaseUl \ SNVPPI ugi n. exe - SNMP Configuration Plug-in

OpenSTA\ Conmon\ | i bsnnp. dl |

OpenSTA\ Engi
OpenSTA\ Engi

OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi
OpenSTA\ Engi

nes\ M bs\ - MIB files
nes\ TExecut er _snp. exe - SNMP Task Group Executer

nes\ M bs\ DI SMAN- SCRI PT- M B. t xt
nes\ M bs\ Et her Li ke- M B. t xt

nes\ M bs\ Host - RESOURCES- M B. t xt
nes\ M bs\ Host - RESOURCES- TYPES. t xt
nes\ M bs\ | ANAI f Type- M B. t xt

nes\ M bs\| F- M B. t xt

nes\ M bs\| P- M B. t xt

nes\ M bs\ | PV6- 1 CMP- M B. t xt

nes\ M bs\ | PV6- M B. t xt

nes\ M bs\ | PV6- TC. t xt

nes\ M bs\ | PV6- TCP- M B. t xt

nes\ M bs\ | PV6- UDP- M B. t xt

nes\ M bs\ Makefile.in

nes\ M bs\ RFC- 1215. t xt

nes\ M bs\ RFC1155- SM . t xt

nes\ M bs\ RFC1213- M B. t xt

nes\ M bs\ RMON- M B. t xt

nes\ M bs\ SNVP- COVMUNI TY- M B. t xt
nes\ M bs\ SNVP- FRAMEWORK- M B. t xt
nes\ M bs\ SNVP- MPD- M B. t xt

nes\ M bs\ SNIVP- NOTI FI CATI ON- M B. t xt
nes\ M bs\ SNIVP- PROXY- M B. t xt

nes\ M bs\ SNVP- TARGET- M B. t xt

nes\ M bs\ SNVP- USER- BASED- SM M B. t xt
nes\ M bs\ SN\VP- VI EWW BASED- ACM M B. t xt
nes\ M bs\ SNIVPv2- CONF. t xt

nes\ M bs\ SNVPv2- M B. t xt

nes\ M bs\ SNVPv2- SM . t xt

nes\ M bs\ SN\VPv2- TC. t xt

nes\ M bs\ SNVPv2- TM t xt

nes\ M bs\ TCP- M B. t xt

nes\ M bs\ UCD- DEMO- M B. i nc

nes\ M bs\ UCD- DEMO- M B. t xt

nes\ M bs\ UCD- DI SKIO-M B. i nc

nes\ M bs\ UCD- DI SKI O- M B. t xt

nes\ M bs\ UCD- DLMOD- M B. i nc

nes\ M bs\ UCD- DLMOD- M B. t xt

nes\ M bs\ UCD- | PFI LTER-M B. i nc
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OpenSTA\ Engi nes\ M bs\ UCD- | PFI LTER- M B. t xt
OpenSTA\ Engi nes\ M bs\ UCD- | PFWACC- M B. i nc
OpenSTA\ Engi nes\ M bs\ UCD- | PFWACC- M B. t xt
OpenSTA\ Engi nes\ M bs\ UCD- SNVP- M B- OLD. t xt
OpenSTA\ Engi nes\ M bs\ UCD- SNMP- M B. i nc
OpenSTA\ Engi nes\ M bs\ UCD- SNVP- M B. t xt
OpenSTA\ Engi nes\ M bs\ UDP- M B. t xt

OQpenSTA\ Pl ugi ns\ SNMPMonDLL. dI | - SNMP Monitoring Plug-in
OpenSTA\ Pl ugi ns\ SNMPResul t sDLL. dl | - SNMP Results Analysis Plug-in

See also:

NT Performance Module Installed Files

The OpenSTA Architecture

NT Performance Module Installed Files

The following files are installed by the OpenSTA NT Performance Module.

OpenSTA\ BaseUl \ NTPer f Pl ugi n. exe - NT Performance Configuration Plug-in
OpenSTA\ Engi nes\ TExecut er _nt p. exe - NT Performance Task Group Executer

OpenSTA\ Pl ugi ns\ NTPer f MonDLL. dl | - NT Performance Monitoring Plug-in
OpenSTA\ Pl ugi ns\ NTPer f Resul t sDLL. dl I - NT Performance Results Analysis Plug-in

See also:

Error Reporting and Tracing

The OpenSTA Architecture

Error Reporting and Tracing

OpenSTA creates and maintains a number of Log and Trace files for recording
Test-run data. These are described below.

. The Audit, Report and History Logs

The Error Log

Test Manager and Task Group Executer Trace Logs

. Other Trace Logs

Tracing Script Activity
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See also:

Results Display

The Audit, Report and History Logs

OpenSTA maintains an Audit Log of its activity and related events for each Test-
run. This file contains informational, warning and error messages from the Test
Manager, Task Group Executers and, optionally, messages from Scripts written

using the SCL LOG command.

All messages in the Audit Log are time-stamped and indicate the name of the
Script being processed, the associated User ID and the corresponding script line
number, as applicable. All Time-stamps in the Audit Log and elsewhere are
based on the time on the Repository Host. This makes it easier to analyze the
results of Tests executed on Hosts with different system clock settings or in
different time-zones.

The Audit Log can be viewed from the Results tab in Commander. The Audit Log
is stored in the Test-run results folder in the OpenSTA Repository. For example,
the Audit Log for the Test MYEST initiated on 27-Jun-2001 at 14:27:55 would
be held in the following file (if OpenSTA was installed in the default location):

C.\ Program Fi | es\ OQpenSTA\ Reposi t ory\ Test s\ MYTEST\ 27- 06- 2001
14-27-55. 001\ Test Log. t xt

In addition to the Audit Log, OpenSTA may also create two further Test-run logs
that may be written to from a Script, a Report Log and a History Log.

The purpose of the Report Log (TestRep.txt) is to record transient information

relating to the execution of a Test. Task Group Executers may write messages

to this Log, for example to record test-case failures and passes. Messages may
also be written to the Log from a Script using the SCL REPORT command. The

Report Log can be viewed from the Results tab in Commander.

The purpose of the History Log (TestHis.txt) is to record a history of the
executions of a Test. Messages are written to the Log from a Script using the
SCL HISTORY command. No OpenSTA process, Test Manager or Task Group
Executer, writes messages to this Log. The History Logs for a Test can be
viewed from the Results tab in Commander. A separate History Log is
maintained for each Test-run. However, all the History Logs for a Test are
concatenated to form a single Log when viewed within Commander.

Report and History Logs are stored in the Test-run results folders. Messages
within them are time-stamped and indicate the name of the Script being
processed, the associated User ID and the script line number, as applicable.
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See also:

The Error Log

Test Manager and Task Group Executer Trace Logs

Other Trace Logs

Tracing Script Activity

The Error Log

Within OpenSTA there is an Error Log (ErrLog.txt). This file will contain all
significant error messages from the Test Manager, Task Group Executers and
OpenSTA Daemon. The Error Log can be viewed from the Monitoring tab in
Commander during a Test-run and from the Results tab.

Error Logs are stored in the Test-run results folders. Messages within them are
time-stamped.

See also:

The Audit, Report and History Logs

Test Manager and Task Group Executer Trace Logs

Other Trace Logs

Tracing Script Activity

Test Manager and Task Group Executer Trace Logs

For each Test-run, a Trace Log is created for the Test Manager and each Task
Group Executer. These Logs contain informational, warning and error messages
logged by the Test Manager and Task Group Executers respectively. Error
messages will also be written to the Audit Log. They are created in the same
folder as the corresponding executable images, i.e. \Engines, and are copied to
the Test-run results folder on test completion. The Log file names have the
following format:

. TestManager_PID
. TExecuter_htp_IPADR
. TExecuter_EID_PID

Note: IPADR is the IP address of the Host on which the Task Group Executer
was executed (with dots replaced by underscores), PID is the Process ID of the
Test Manager or Task Group Executer and EID is the Executer Identifier (e.g.
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SMP for the SNMP Task Group Executer).

Each message that may be written to the Test Manager and Task Group
Executer Trace Logs has an associated level. The level is a number between 1
and 1000 and indicates the importance, or severity, of the message:1 is the
most important and 1000 the least important. These levels are used to control
the level of messages that are recorded for a Test-run.

The highest level of messages to be recorded for the Test Manager and each
class of Task Group Executer during a Test-run, may be specified on the Trace
Settings dialog within Commander. This allows each trace level to be set to one
of four values:

None (0): Errors only Low (10): Low level tracing Medium (20): Medium level
tracing High (50): Detailed tracing

The numbers in parentheses indicate the corresponding trace level numbers.

The trace settings are saved in the file TraceSettings.txt in the Repository
folder. When a Test is started, this file is copied to the \Engines folder on each
Executer host. The Injector Control object within the OpenSTA Daemon on each
of these hosts reads the Trace Settings file and uses it to set the trace level in
the command line it creates to initiate each Task Group Executer.

The trace settings apply to all subsequent Test-runs, or until the Trace Settings
are modified.

Initially, tracing is switched off, i.e. the trace levels for the Test Manager and all
Executers are set to zero, in order to make execution as fast as possible.
Tracing is typically enabled during Script, Test and Collector development, in
order to help resolve problems when Tests are not running as expected.

See also:

The Audit, Report and History Logs

The Error Log

Other Trace Logs

Tracing Script Activity

Other Trace Logs

In addition to the Logs described above, OpenSTA also maintains the following
Logs, which may be of use in diagnosing problems:

. OpenSTA\Engines\ICLog_IPADR_PID.log

Injector Control object Log, records the activity of the OpenSTA
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Daemon's Injector Control object. This is responsible for controlling the
execution of Task Groups on a host. This file is reset for each Test-run
and is written to the Test-run results folder in the OpenSTA Repository on
Test-run completion. IPADR is the IP address of the associated OpenSTA
Daemon host (with dots replaced by underscores). PID is the process ID
of the OpenSTA Daemon process.

. OpenSTA\Engines\ISLog IPADR_PID.log

Injector Status object Log, records data related to the OpenSTA
Daemon's Injector Status object. This is responsible for retrieving Task
Group status data for the Executers running on a host, e.g. for
monitoring Task Group activity during a Test-run. IPADR is the IP address
of the associated OpenSTA Daemon host (with dots replaced by
underscores). PID is the process ID of the OpenSTA Daemon process. A
new log file is created each time the OpenSTA Daemon is started.

. OpenSTA\Server\cyrdmn_PID.log

OpenSTA Daemon Log, records the activity of the OpenSTA Daemon. PID
is the process ID of the OpenSTA Daemon process.

. OpenSTA\Engines\Web\Modeller\gateway.log
Gateway Log, created during Script capture.
. OpenSTA\Server\NSC.log

Naming Service cleaner Log.

A higher level of tracing my be set for the OpenSTA Daemon by checking the
"Turn on Tracing" check box on the Name Server Configuration utility's
"Configuration™ dialog.

See also:

The Audit, Report and History Logs

The Error Log

Test Manager and Task Group Executer Trace Logs

Tracing Script Activity

Tracing Script Activity

Script activity may also be traced at run-time using the SCL NOTE command
within Scripts. This command allows a message to be associated with a virtual
user. The messages associated with a virtual user, if any, may be viewed within
Commander, through the Monitoring tab. By including NOTE commands within
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Scripts it is possible to trace the flow of execution for virtual users at run-time.

See also:

The Audit, Report and History Logs

The Error Log

Test Manager and Task Group Executer Trace Logs

Other Trace Logs

Starting OpenSTA

When OpenSTA is installed, the Name Server Configuration utility (DaemonCFG.
exe) is configured to startup automatically when a user logs in to Windows and
to start the Naming Service (omninames.exe), if the local Host is the Repository
Host, and the OpenSTA Daemon (cyrdmn.exe) on the local Host.

Before a Test can be executed within OpenSTA, the Naming Service,
omninames, must be running on the Repository Host. The Naming Service is
used to hold the names and types of OpenSTA CORBA objects. The Naming
Service provides the means by which a program can locate the object reference
for an object and thereby reference it.

By default, after a user has logged in to a Host on which OpenSTA has been
installed, the following images will be running:

. DaemonCFG.exe - Name Server Configuration utility
. omninames.exe - Naming service (if local Host is Repository Host)
. cyrdmn.exe - OpenSTA Daemon

These images will continue to run until, either they are explicitly shutdown by
the user, using the OpenSTA Name Server, or they terminate abnormally. If
"Automatic Notification" is enabled, the Name Server Configuration utility
displays a warning dialog box, if either the Naming Service or OpenSTA Daemon
terminates abnormally.

Omninames and the OpenSTA Daemon can be started from the command lines
follows:

. omninames - start 1250
. cyrdmn

After the Naming Service and OpenSTA Daemon on the Repository Host have
been started, the OpenSTA Daemon on each remote host on which Task Groups
are to be executed must be started.
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See also:

The Name Server Configuration Utility

The OpenSTA Architecture

The Name Server Configuration Utility

The Name Server Configuration utility (DaemonCFG.exe), accessible from the
Windows Programs menu, provides a "Configure..." option. This displays a
configuration dialog containing four fields:

Repository Host:

This identifies the name, or IP address, of the Host holding the OpenSTA
Repository to be used by the local Host. Tests must be initiated from the
Repository Host and the Naming Service must run on the Repository
Host.

Repository Path:

This is a readonly field identifying the Repository path on the local Host.
This is configured from Commander. It is not relevant and not used,
unless the local host is the Repository Host.

Turn on tracing:

If this check-box field is checked, additional tracing data will be logged to
the OpenSTA Daemon log file cyrdmn.log.

Automatic Notification:

If this check-box field is checked, a timer is initiated to “fire' every five
seconds. When the timer fires, the system is checked to see that the
Naming Service and OpenSTA Daemon process are still running, if either
iIs not, a warning dialog is displayed.

The Name Server Configuration utility also provides the following menu options:

Start Name Server:

Starts the Naming Service (omninames.exe) and the OpenSTA Daemon
(cyrdmn.exe) on the local Host. The Naming Service, will only be started
if the Repository Host is configured to be the local Host.

Stop Name Server:

Stops the OpenSTA Daemon (cyrdmn.exe) on the local Host.
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. Shutdown:

Shuts down the Naming Service (omninames.exe), the OpenSTA Daemon
(cyrdmn.exe) and the Name Server Configuration utility (DaemonCFG.
exe) on the local Host. The Naming Service, will only be shutdown if the
Repository Host is configured to be the local Host.

. Registered Objects:

Lists the OpenSTA CORBA objects registered with the Naming Service.
The omniORB nameclt utility (held in the Server folder) may also be used
to view the list of registered objects, command "nameclt list".

When a Test is executed:

. The Repository is located on the Repository Host in the folder identified
by the "Repository path”, which can be configured through Commander.

. The Naming Service (omninames.exe) will run on the Repository Host.
. The Test must be initiated from the Repository Host.

« An OpenSTA Daemon (cyrdmn.exe) must be running on each Host on
which a Task Group is to be executed and must have been started after
the Naming Service on the Repository Host.

See also:

The OpenSTA Daemon

The OpenSTA Architecture

The OpenSTA Daemon

The OpenSTA Daemon process starts a CORBA Factory object and loads a set of
~provider' modules, used to provide CORBA ~services' to OpenSTA components.
These modules are held in the OpenSTA Server folder and have file names of
the form "CyrVDKnnn.dll", where "nnn" is a numeric identifier.

Below is a list of the OpenSTA provider modules, together with the names that
they register with the Naming Service:

CyrVDKO0O2.dll - Repository interface IPADR_CyrStProvider_001.CyranoProvider
IPADR_RegistryProvider_001.CyranoProvider IPADR_CyranoVDKO0O2.CyranolLog

CyrVDKO0O03.dIl - Naming Service cleaner
CyrVDKOO4.dll - Time service IPADR.TimeService

CyrVDKO010.dll - Injector Control and Status services IPADR.InjectorControl
IPADR.InjectorStatus
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CyrvDKO11.dll - Global Variable Factory IPADR.CyrVariableFactory
Where IPADR is the Host's IP address (with dots replaced by underscores).

After the OpenSTA Daemons have been started, there will be nine CORBA
objects registered with the Naming Service for each host registered with the
Repository Host:

IPADR.InjectorStatus // Injector Status

IPADR.InjectorControl // Injector Control

IPADR.TimeService // Time service

IPADR.CyrVariableFactory // Variable factory
IPADR.CyranoFactory // CORBA object factory
IPADR_CyranoDaemon.CyranolLog // Daemon logger
IPADR_CyranoVDKO002.CyranoLog // Repository logger
IPADR_CyrStProvider_001.CyranoProvider // Repository provider
IPADR_RegistryProvider_001.CyranoProvider // Registry provider

These objects should always be registered with the Naming Service, they should
only disappear if the corresponding OpenSTA Daemon process shuts down or
terminates abnormally.

See also:

Command Line Formats

The OpenSTA Architecture

Command Line Formats

There is a command line interface to most OpenSTA executable images. The
formats of those that may be useful to OpenSTA users are listed below.

Test Initiator (Testlnit.exe)

OpenSTA Daemon (CyrDmn.exe)

Script Compiler (scl.exe)

See also:

OpenSTA Modules
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Test Initiator (TestInit.exe)

The Test Initiator utility on the Repository Host may be used to start, stop and
kill Tests.

Format:

Testlnit -start -T Testname
Testlnit -stop

Testlnit -kill

Description:
The -start switch initiates execution of a specified test (Testname).

The -stop and -kill switches will close the Test Manager currently registered with
the OpenSTA naming service. If there is a fault, and more than one Test
Manager is running, Testlnit will prompt for the Test Manager to stop. A stop
attempts to close down a Test-run gracefully, while a kill terminates the Test
Manager and Task Group Executers immediately. OpenSTA will attempt to
return Test results to the OpenSTA Repository for both a stop and a Kkill.

See also:

OpenSTA Daemon (CyrDmn.exe)

Script Compiler (scl.exe)

OpenSTA Daemon (CyrDmn.exe)

Before a Test can be executed, an OpenSTA Daemon (cyrdmn.exe) must be
running on each Host on which a Task Group is to be executed and each must
have been started after the naming Service on the Repository Host. The
OpenSTA Daemon process on a host is normally started automatically when a
user logs in to Windows, by execution of the Name Server Configuration utility
(DaemonCFG.exe). It may also be started by selecting Start > Programs >
OpenSTA > OpenSTA Name Server or by selecting Start Name Server within the
Name Server Configuration utility.

Format:
cyrdmn --help Display utility help
--trace n Trace logging level (O to 1000)

Description:

http://opensta.org/docs/ug/os-archi.htm (26 of 28)12/27/2007 4:19:50 AM



The OpenSTA Architecture

The --trace switch is not required.

See also:

Test Initiator (Testlnit.exe)

Script Compiler (scl.exe)

Script Compiler (scl.exe)

The script compiler (SCL) is used to compile Scripts created using a Module-
specific Plug-in. Scripts are held in the Scripts folder and have an application
specific extension, e.g. .HTP for HTTP Scripts.

SCL generates object files which are executed by a Task Group Executer. A
dependency file is also created for each Script that is successfully compiled, this
Is used to identify items required to compile and run the Script.

Note that the SCL command line used by Commander includes the -1 switch to
specify the include directory \Scripts\Include, within the Repository.

SCL has the following command line format:

Format:

scl {option(s)} SCL_file

-h --help

-i --confirm

-1 inc_path --include=inc_path
-1 [on]off] --list=[on]off]

-0 obj_file --object=o0bj_file

-v --log

-V vli+v2{+...} --variant=v1+v2{+...}
Example:
scl -o nyscript.tof -1 Include -v nyscript.htp

Compile the Script myscript.htp and output compilation messages to standard
output, for a successful compilation these will identify the names of the files
created. SCL will look for any include files in the local folder and, if not found
there, in the Include subfolder. The following files will be created:
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myscript.tof - Object file (for execution)

myscript.scd - Script dependency file

See also:

Test Initiator (Testlnit.exe)

OpenSTA Daemon (CyrDmn.exe)

The OpenSTA Architecture
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Results Display

Results Display Overview

Results Tab

General Results Display Procedures

Test Configuration

Test Audit Log
Test Report Log

Test History Log

Test Error Log

Test Summary Snapshots
HTTP Data List

HTTP Data Graphs

Single Step Results

Timer List

SNMP and NT Performance Collector Graphs

Results Display Overview

HTTP/S Load provides a variety of data collection and display options to assist you in the analysis of Test results. Running a Test and
displaying the results enables you to identify whether the Web Application Environments (WAEs) under test are able to meet the
processing demands you anticipate will be placed on them. After a Test-run is complete use Commander to control which results are
displayed and how they are presented, in order to help you analyze the performance of target WAEs and the network used to run the Test.

Open the Test you want from the Repository Window and click on the 1“ Results tab in the Test Pane, then choose the results you want

to display using the Results Window. Depending on the category of results you select, data is displayed in graph or table format. You can

choose from a wide range of tables and customizable graphs to display your results which can be filtered and exported for further analysis
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and print. Use the Results Window to view multiple graphs and tables simultaneously to compare results from different Test-runs.

When a Test is run a wide range of results data is collected automatically. Virtual User response times and resource utilization information
is recorded from all Web sites under test, along with performance data from WAE components and the Hosts used to run the Test. Results
categories include the Test Configuration option which presents a brief description of the Test and the Task Groups settings that applied
during a Test-run. The Test Audit log records significant events that occur during a Test-run and the HTTP Data List records the HTTP/S
requests issued, including the response times and codes for every request. The Timer List option records the length of time taken to load
each Web page defined in the Scripts referenced by a Test.

Creating and referencing Collectors in a Test helps to improve the quality and extend the range of the results data produced during a Test-
run. Collectors give you the ability to target the Host computers and devices used to run a Test and the back-end database components of
WAESs under test, with user-defined data collection queries. Use NT Performance and SNMP Collectors to collect data from Host devices
within target WAEs or the test network.

The range of results produced during a Test-run can depend on the content of the Scripts that are referenced by a Test. For example
Report and History logs are only produced if the Scripts included have been modeled to incorporate the SCL commands used to generate
the data content for these logs.

See also:

Results Tab

General Results Display Procedures

Test Audit Log
Test Report Log

Test History Log

HTTP Data List

HTTP Data Graphs

Timer List

SNMP and NT Performance Collector Graphs

Results Tab

Results are stored in the Repository after a Test-run is complete. You can view them by working from the Repository Window to open the

Test you want, then click on the 1“ Results tab in the Test Pane. Use the Results Window to select the results you want to view in the
workspace of the Test Pane. You can reposition the Results Window by floating it over the Main Window to give yourself more room for
results display, or close it once you have selected the results options you want to view.

The Results Tab of the Test Pane
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Results Tab Display Options

Graphs can be customized to improve the presentation of data by right-clicking within a graph then selecting Customize. This function
includes options that enable you to modify the graph style from the default line plot to a vertical bar, as well as controlling the color of
elements within the graph display.

You can control the information displayed in some graphs and tables by filtering the data they represent. Right-click within a graph or

table, then select Filter or Filter URLSs, or click the Filter button in the toolbar and make your selection. You can also opt to export
results data for further analysis and printing. Right-click and select Export to Excel or Export from the menu.

You can also zoom in on a graph by clicking and dragging over the area of the graph you want to study. Use the Windows option to
control the presentation of results options in the Test Pane, or right-click within the empty workspace of the Test Pane to access these
functions as illustrated in the diagram above.

See also:

The Results Window

Display Test Results

Customize Graph Display

Zoom In and Out of a Graph

Export Test Results

Close Test Results

Delete Test Results

The Results Window

When you click on the Results tab, the Results Window opens automatically. Its default location is on the right-hand side of the Test Pane
http://opensta.org/docs/ug/os-resul.htm (3 of 33)12/27/2007 4:19:54 AM



Results Display

where it is docked. Use it to select and display results from any of the Test-runs associated with the current Test.

Test-runs are stored in date and time stamped folders which you can double-click on to open, or click # . When you open a Test-run
folder, the available results are listed below. Display the results you want by clicking on the options and ticking the check boxes to the left
of the results options. The results you choose are displayed in the Test Pane.

Multiple graphs and tables from different Test-runs associated with the current Test can be displayed concurrently. Use the Results
Window to select additional Test-runs and equivalent results options to compare Test results and help evaluate performance.

Results Window Display Options

The Results Window is located on the right-hand side of the Test Pane. It can be closed to increase the workspace area available, or
moved to a new position by floating it over the Main Window.

See also:

Hide/Display The Results Window

Move The Results Window

Resize The Results Window

Display Test Results

Results Tab
Hide/Display The Results Window

. Click =l , in the double bar at the top of the Results Window to close it.
Click in the toolbar to toggle between hiding and displaying the Results Window.

Move The Results Window

1. Click on the double bar at the top of the Results Window.
2. Drag, then drop it in the new position within the Main Window.

Note: The Results Window docks with the Main Window's borders if it contacts them. Hold down the Control key while you
reposition the Results Window to avoid this.

Resize The Results Window

1. Move your cursor over part of the window edge.
2. Click and drag, then drop the border in the required position.

General Results Display Procedures
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Display Test Results

Zoom In and Out of a Graph

Customize Graph Display

Export Test Results

Close Test Results

Delete Test Results

Display Test Results

1. In the Repository Window, double-click (dTests to expand the directory structure.

2. Double-click the Test }! , whose results you want to display.

3. In the Test Pane click the 1“ Results tab.
The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

4. In the Results Window, click # next to a Test-run folder or double-click on it to open the folder and view a list of results display
options and Task Group results folders.

5. Click # next to a results option to display your selection in the Test Pane or open a Task Group folder and select from the display
options listed.
A ticked check box to the left of a display option indicates that it is open in the Test Pane.
Note: Click | , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.
Tip: All available results have display and output options associated with them. These options may include filtering, customizing and
exporting. Right-click within a graph or table to display and select from the choices available.
Use the Windows option in the Menu Bar to control the display of graphs and tables. Or, right-click within the empty workspace of
the Test Pane to access these functions.

See also:

Customize Graph Display

Zoom In and Out of a Graph

Export Test Results

Customize Graph Display

2.

Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

In the Results Window, double-click on a Test-run folder or click [ , to open it and display the available results.
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3. Click on a graph display results option to open your selection in the Test Pane.
4. Right-click inside the graph and select Customize.
5. Select the Graph Type you want:
. Line plot: A single line connecting values.
. Vertical bars: A single, solid vertical bar per value.
. Area under points: The area beneath the line plot is filled.
Other options control the colors, type face and graph title show or hide.
6. Click OK to apply your choices.
Note: The customize settings you select are not saved when you close a graph.
See also:

Display HTTP Data Graphs

Display Custom Collector Graphs

Zoom In and Out of a Graph

5.

Open a Test and click the 1“ Results tab of the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

In the Results Window, click [ next to a Test-run folder or double-click on it to open the folder and view a list of results display
options and Task Group results folders.

Click [# next to a graph option to display your selection in the Test Pane.
Click and drag over the area of the graph you want to zoom in on and release your mouse button.

The data range you select is magnified to fill the graph window.

Double-click anywhere in the graph to zoom out and return to the full graph display.

Export Test Results

3.
4.

Open a Test and click the 1“ Results tab of the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

In the Results Window, click [ next to a Test-run folder or double-click on it to open the folder and view a list of results display
options and Task Group results folders.

Click # next to a results option to display your selection in the Test Pane.

Right-click inside the graph or table and select either Export to Excel (graphs), or Export (tables and lists).
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Note: The Export to Excel option automatically launches Excel and converts the data into Microsoft Excel Workbook format. Save
and edit your results as required.

The Export option enables you to export results as a .CSV file. The Test Configuration results option only supports text file format
for exporting data.

Close Test Results

. Click &l | in the Title Bar of a graph or table to close it.
. Use the Results Window to close a graph or table by clicking on the results option and unchecking the check box to the left of the

option.
Note: Click in the toolbar to open or close the Results Window
. Open a different Test or a Collector from the Repository Window.

Note: You can move between the display tabs within the currently selected Test without affecting the display options you have
chosen in the Results tab.

Delete Test Results

1. Open a Test and click the 1" Results tab of the Test Pane.

2. Click M , in the toolbar.
3. In the Delete Test-runs dialog box, select the Test-runs you want to delete.

Note: Test-runs are labelled with a date and time stamp to help you identify them.

4. Click Delete to remove the results from the Repository.

Test Configuration

The Test Configuration display option consists of a summary of data collected during a Test-run. It provides data relating to the Task
Groups, Scripts, Hosts and Virtual Users that comprised the Test-run.

See also:

Display Test Configuration

Display Test Configuration

1. Open a Test and click the 1“ Results tab in the Test Pane.
2. In the Results Window, double-click on a Test-run folder or click [ , to open it and display the available results.

3. Click the Test Configuration results option in the list.
Test configuration information is displayed in the Results tab in the following format:
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i Test Configuration:- 02-08-2001 13-40-01.001

Tazk Group: j"

Mame:  FIND_GEORGE_1
Host: lozalkiozt
Tatal Virtual Uzers: 1
Start [nterval: [ zeconds
Wirtal Uzers Per Interval: 1
Start Delay: 1 zeconds
Script:
Mame: G_LOGOM
[terationz: 1
Fixed Iteration Delay: 0 zeconds
Schpt;
Mame: G_SEARCH
[terations: 1
Fixed Iteration Delay: 0 seconds
Script: —
Mame: G_LOGOFF
[terations: 1
Fiwed lteration Delay: 0 zeconds
Tazk Group:
Mame: FIND_GEORGE_Z2
Huoat: localhost E
| I

Tip: Display multiple graphs and tables concurrently to compare results using the Results Window.

Note: Click X , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.

See also:

Test Configuration

Test Audit Log

The Test Audit log contains a list of significant events that have occurred during a Test-run. These include the times and details of Test
initiation and completion, errors that may have occurred and Virtual User details.

Additional Audit log entries may be written to the log if the Scripts included in the Test have been modeled to incorporate the appropriate
SCL code. Use the LOG SCL command in a Script, to generate the data content for the Test Audit log. For more information on SCL refer to

the SCL Reference Guide; an on-line copy is available within the Script Modeler, Help menu.

See also:

Display Test Audit Log Data
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Error Reporting and Tracing

Display Test Audit Log Data

1. Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, click # next to a Test-run folder or double-click on it to open the folder and display the available results.
3. Click the Test Audit Log results option in the list.

Audit information is displayed in the Results tab in table format:

i Test Audit Log:- 15-03-2001 09-05-06.001
Timne Stamp Uszer D Script Line # Meszage
15/03401 03:05:06 C:%Program FileshOpenSTANVE naines\BOD_SY'B_"
15403707 09:05:06 Start Test BD_SYB_TEST,
15/03/071 09:05:06 D:%Program Filezs'0penSTAME ngineshBO_SYE_"
15/03/07 09:05:06 Start Test BD_SYB_TEST_1.
1640301 09:05:37 192 _168_1_8-1348-0 BD_SYB_TEST_1 Start Script,
16/03/01 09:08:37 192 168 1_8-1343-0 BD_SYE Start Script,
16/03/01 09:05:47 192 _168_1_8-13481 BD_SYB_TEST_1 Start Script,
16/03/01 09:05:47 192 _168_1_8-13481 BD_SYE Start Script,
16/03/01 09:07:58 192 _168_1_8-1348-0 BD_SYE End Script,
15/03/01 09:07:58 192 _168_1_8-1348-0 BD_SYB_TEST_1 End Script,
1840301 09:08:48 192 168 1_8-13431 BD_SYE End Script,
16/03/01 09:08:42 192 _168_1_8-13481 BD_SYB_TEST_1 End Script,
16403407 09:08:59 End Test BD_SYB_TEST_1.
15/03/07 09:03:10 End Test BD_SYB_TEST.

Tip: Display multiple graphs and tables concurrently to compare results using the Results Window.
Note: Click =l , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.

Tip: You can export the data displayed in the Test Audit Log by right-clicking within the table and selecting Export. The data is
exported in CSV format.

See also:

Test Audit Log

Error Reporting and Tracing
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Test Report Log
The Test Report log is a sequential text file that is used to record information about a single Test-run. Usually, a single record is written to

the Report log whenever a Test case passes or fails.

Additional Report log entries may be written to the log if the Scripts included in the Test have been modeled to incorporate the appropriate
SCL code. Use the REPORT SCL command in a Script, to generate the data content for the Test Report log. For more information on SCL

refer to the SCL Reference Guide; an on-line copy is available within the Script Modeler, Help menu.

See also:

Display Test Report Log Data

Error Reporting and Tracing

Display Test Report Log Data

1. Open a Test and click the 1" Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, click # next to a Test-run folder or double-click on it to open the folder and display the available results.
3. Click the Test Report Log results option in the list.

Report information is displayed in the Results tab in table format:

http://opensta.org/docs/ug/os-resul.htm (10 of 33)12/27/2007 4:19:54 AM



Results Display

il Test Audit Log:- 15-03-2001 09-05%-06.001
Tirne Skamp User ID | Scripk | Message
30/01)01 15:30:52  172_16_20_67-976-1  SEARCH  LOG: Letter 'P, Mame: Philip Chin,
300101 15:30:52 | 172_16_20_A7-976-¢  SEARCH LG Lekker ', Mame: Caroline Yeung,
3000101 15:30:52  172_16_20_67-976-2  SEARCH  LOG: Letter ', Mame: ,
30001001 15:3052 | 172_16_20_67-976-0 SEARCH | LOG: Lekker 'S, Mame: Philip Chin,
a0fo101 153052 | 172_16_20_a7-976-3 | SEARCH  LOG: Letter 'C', Mame: Matthew Cobh,
300101 15:30:55 (172 _16_20_67-976-1  SEARCH LG Lekker ', Mame: ,
30/01)01 15:30:55 172_16_20_67-976-0  SEARCH LOG: Letter 'Z, Mame: ,
3000101 15:30:56  172_16_20_67-976-0  SEARCH  LOG: Letter 'F', Mame: Fran Whitney,
30001001 15:3M56 | 172_16_20_67-976-2  SEARCH LOG: Letter T, Mame: ,
30001001 15356 | 172_16_20_67-976-3  SEARCH | LOG: Lekker ‘M, Mame: Matthew Cobhb,
300101 153057 172 _16_20_67-976-4  SEARCH | LOG: Lekker 'S, Mame: Philip Chin,
300101 1530057 172_16_20_67-976-1  SEARCH | LOG: Lekker '2', Mame: ,
30/01)01 15:30:57 172_16_20_67-976-2  SEARCH LOG: Letker ', Mame: Matthew Cabb,
3000101 15:30:56  172_16_20_67-976-2  SEARCH  LOG: Letter 'T, Name: Julie Jordan,

Tip: Display multiple graphs and tables concurrently to compare results using the Results Window.
Note: Click I , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.

Tip: You can export the data displayed in the Test Report Log by right-clicking within the table and selecting Export. The data is
exported in CSV format.

See also:

Test Report Log

Error Reporting and Tracing

Test History Log

The Test History log is a sequential text file that is used to maintain a chronological history of each occasion on which the Test was run,
together with the results of that Test. Usually, a single record is written to the History log when the Test-run is complete.

In addition, further Test History log entries may be written to the log if the Scripts included in the Test have been modeled to incorporate
the appropriate SCL code. Use the H STORY SCL command in a Script, to generate the data content for the Test History log. For more

information on SCL refer to the SCL Reference Guide; an on-line copy is available within the Script Modeler, Help menu.

See also:

Display Test History Log Data
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Error Reporting and Tracing

Display Test History Log Data

1. Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, click ¥ next to a Test-run folder or double-click on it to open the folder and display the available results.
3. Click the Test History Log results option in the list.

History information is displayed in the Results tab in table format.
Tip: Display multiple graphs and tables concurrently to compare results using the Results Window.
Note: Click X , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.

Tip: You can export the data displayed in the Test History Log by right-clicking within the table and selecting Export. The data is
exported in CSV format.

See also:

Test History Log

Error Reporting and Tracing

Test Error Log

The Test Error Log records all significant error messages from the Test Manager, Task Group Executers and OpenSTA Daemon.

Data included in the log are: Time Stamp, Test Name, Location and Message.

See also:

Display Test History Log Data

Error Reporting and Tracing

Display the Test Error Log

1. Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, click [# next to a Test-run folder or double-click on it to open the folder and display the available results.
3. Click the Test Error Log display option in the list to open it in the Test Pane.
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Test Error Log data is displayed in table format.
Tip: Display multiple graphs and tables concurrently to compare results using the Results Window.
Note: Click X , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.

Tip: You can export the data displayed in the Test Error Log by right-clicking within the table and selecting Export. The data is
exported in CSV format.

See also:

Test History Log

Error Reporting and Tracing

Test Summary Snapshots

The Test Summary Snapshots option displays a variety of Test summary data captured during a Test-run. Snapshots of Test activity are
recorded at defined intervals and summarized in table format. You can set this interval in seconds using the Task Monitor Interval button.
The test statistics provided relate mainly to Task and HTTP request behavior. They are particularly useful in determining the number of
HTTP requests issued, request duration and the time elapsed between request issue and results receipt during Tests-runs.

See also:

Display Test Summary Snapshots

Task Monitoring Interval

Display Test Summary Snapshots

1. Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, click ¥ next to a Test-run folder or double-click on it to open the folder and display the available results.

3. Click the Test Summary Snapshots display option in the list to open it in the Test Pane.
Test Summary Snapshots data is displayed in table format:
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B Test Summary Snapshots:- 14-08-2001 17-09-17.001 [_ O] x|

Timestamp | Executer Name | Avg Connection Time | Task Group Id | Zompleted iterations | Fun Time | Total Users | HTTP Requests | HTTP Errors | Bvtes In ;I
14/08/01 17:0M:52 | 172 _16_Z0_207_00000774 00:00:00,000 2 1] no:00:32 |1 1] n 1]

14/08/01 17:0M57 | 172 _16_20_207_00000774 00:00:00,000 2 1] Qo:00:57 |1 1] 1] 1]

14/08/01 17:10:02 | 172 _16_20_207_00000774 00:00:00,000 2 1] oo:oo:i42 |1 1] 1] 1] J
14/08/01 17:10:07 | 172 _16_20_207_00000774 00:00:00,000 2 1] Qo:00:47 |1 20 n 72093
14/08/01 17:10:12 | 172 _16_20_207_00000774 00:00:00,000 2 1] no:00:52 |1 20 n 72093
14/08/01 17:10:17 | 172 _16_20_207_00000774 00:00:00,000 2 1] Q0:00:57 |1 20 n ?EDQS_ILI
4| | 3

Test Summary Snapshots data categories are:

. TimeStamp: Gives the time of the Task execution.

. Executer Name: Provides the IP address of the machine on which the test executes.
. Avg Connection Time: Shows the average length of time for a TCP connection.

. Task Group ID: Shows the ID corresponding to the Task Group.

. Completed lterations: Shows the number of times a task has been executed.

. Run Time: Indicates the total execution time of the Task.

. Total Users: Gives the total number of users.

. HTTP Requests: Shows the total number of HTTP requests within the Task.

HTTP Errors: Indicates the number of 4XX and 5XX error codes returned from the Web browser after the HTTP request has been
sent. These error codes adhere to the World Wide Web Consortium (W3C) standards. For more information visit: http://w3.org/

Protocols/HTTP/HTRESP.

. Bytes In: Gives the number of bytes received for the HTTP request results.
. Bytes Out: Shows the number of bytes sent for the HTTP request.

. Min Request Latency: Indicates the minimum length of time elapsed in milliseconds between sending an HTTP request and
receiving the results.

. Max Request Latency: Shows the maximum length of time elapsed in milliseconds between sending an HTTP request and
receiving the results.

. Average Request Latency: Gives the average length of time elapsed in milliseconds between sending an HTTP request and
receiving the results.

. Task 1(VUs): Shows the number of virtual users for a Task.
. Task 1(lIterations): Gives the number of iterations for a Task.

. Task 1(Period): Shows the duration of a Task.
Note: If your Task Group consists of multiple Tasks, extra columns corresponding to the respective Task numbers are included in
the Test Summary Snapshots table.

Note: Click X , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.
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Tip: You can export the data displayed in the Test Summary Snapshots table by right-clicking within the table and selecting Export.
The data is exported in CSV format.

See also:

Test Summary Snapshots

HTTP Data List

The HTTP Data List stores details of the HTTP requests issued by the Scripts included in a Test when it is run. This data includes the
response times and codes for all the HTTP requests issued. The amount of HTTP data recorded depends on the Logging level specified for a

Script-based Task Group when you created the Test and defined the Virtual User settings to be applied. The Logging level setting controls
the number of Virtual Users that statistics are gathered for and can be edited from the Configuration tab of the Test Pane.

The data is presented in a table and can be sorted by clicking on the column headings to reverse the display order of the data entries.
These results can also be filtered by right-clicking inside the table and selecting the Filter option. Use the Export right-click menu option
to export data in .CSV text file format which allows them to be imported into other data analysis and report generating tools.

See also:

Display the HTTP Data List

Filter HTTP Data List

Virtual User Settings

Display the HTTP Data List

1. Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, click # next to a Test-run folder or double-click on it to open the folder and display the available results.
3. Click the HTTP Data List display option in the list to open it in the Test Pane.

HTTP Data List information is displayed in table format:
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i HTTP Data List:- 15-03-2001 09-05-06.001

# Time Stamp URL Rezponze Time | Responze Code | Reply Size
1 15-0ar-01 09:05:37 | 192168 1_8-..  GET hitp:/dkeds. 12 200 1023
2 15-0ar-01 09:05:38 | 192168 1_3-.. | GET hitp:Aakydz.. 1 200 4108
3 15-bar-01 09:05:38 | 192168 1_8-.. | GET hittp:AAkpdz.. 1 200 1117
4 15-bdar-01 09:05:39 | 192168 1_3-..  GET http:/ddkpdz.. 0 200 1004
4] 15-bdar-01 09:05:39 | 192168 1_3-..  GET http:/ddkpdz.. 0 200 77E
B 15-bdar-01 09:0%:39 | 1592168 1 _8-..  GET hitp:/ddkyfs.. 0 200 aa4
7 16-bar-01 09:05:39 | 192 168 1 38-..  GET http:AAkydz.. 1 200 E373
a 16-bar-01 09:05:40 | 1592 168 1_38-..  GET http:AAkydz.. 1 200 3814
3 16-+ar-01 030540 | 152168 1_8-..  GET http: A2akpiz.. 1 200 TFag
10 15-+ar-01 030545 | 1592168 1_8-..  GET http:A2akpiz.. 1 200 3635
11 15-+ar-01 030546 | 1592168 1_3-..  GET http:A2akpis.. 1 200 2445
12 15-tar-01 09:05:47 | 1592168 1_3-..  GET http:Adaky/s.. 0 200 1023
13 15-+ar-01 03:05:48 | 152168 1_3-..  GET hitp:Adky/s... 0 200 1117
14 15-+ar-01 03:05:48 | 152168 13- GET hitp:Adkp/s.. 0 200 4106
15 15-+ar-01 09:05:48 | 1592168 1_3-..  GET http:/ddkyds.. 0 200 aa4
16 15-bar-01 09:05:49 | 15921681 _3-..  GET http:/ddkwds.. 0 200 T7E
17 15-bar-01 09:05:49 | 1592168 1_3-..  GET http:/ddkpds.. 0 200 B373
1a 15-bar-01 09:05:49 | 192168 1_8-..  GET hittp:AAkpdz.. 1 200 7R
19 15-bdar-01 09:0%:49 | 192168 1_8-..  GET hitp:/ddkyfs.. 0 200 1004
20 15-bdar-01 09:05:50 | 1592 168 1 _8-..  GET hitp:/ddkyfs.. 0 200 3814
21 16-bar-01 09:05:51 | 192 168 1_3-..  GET http:AAkyds.. | B0942 200 1034
22 15-bar-01 09:05:55 | 192 168 1_8-..  GET hitp:/ddkyfs.. 0 200 3635
23 15-Mar-01 030556 | 1592168 1_8-..  GET http:/ddkp/s.. 0 200 2445
24 15-+ar-01 09:06:00 | 192168 1_3-..  GET http:/2akp/s.. | 91187 200 1034
2h 16-+ar-01 03:07.58 | 192168 1_3-..  GET http:A2akp/z.. 1 200 3635
26 15-+ar-01 03:08:48 | 1592168 1_8-..  GET http:A2akpis.. 1 200 3635

Tip: Right-click within the table and use the menu options to Filter and Export the data.

Note: Click =l , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.

See also:

Filter HTTP Data List

Export Test Results

HTTP Data List

Filter HTTP Data List

1. Open a Test and click the 1" Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, click # next to a Test-run folder or double-click on it to open the folder and display the available results.
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3. Click on a graph display, results option to open your selection in the Test Pane.

4. Click , in the toolbar or right-click inside the graph and select Filter.

The Filter dialog box offers a variety of selection criteria as illustrated:
Filter

Digplay all statigticz which match the following criteria

Rl

— Time
Between  |[ENETRRE Cancel
15-Movw-00 14:29:.06
it I Defaultz
—Rezponze Time——————— Responze Code————————— Reply Size

Between |1 i] _l? Between  |200 _l Bebween |1 217 _lj
4 - 4 - d I__l
an 211 = an 200 & an 13257 3

— rils —Uzer D
Select the URLz to shaw..

GET fcgrbindfindpres HTTRA.0

GET /fcgi-bindfindpres Mloginid=mnbélogout=ck HTTF/1.0
GET /fcgi-bindfindpres *dz=mnbipp=moc HTTRM.0
POST fcgi-bindfindprez HTTRA1.0

172_1E_20_83-351-0

| | 2l [« | +

5. The filter criteria available correspond to the column categories in the HTTP Data List table. Select your settings from the filter
options:

. Time: Date and time HTTP GETs and POSTs were issued.

. Response Time: Web site response time to GETs in milliseconds.

. Response Code: Code issued by Web site in response to GETSs.

. Reply Size: Size of data response to GETs issued by Web site in bytes.
. URLSs: Filter by URL.

. User ID: Filter by Virtual User(s) identity (IP address).

6. Select the filter options you want then click OK to apply them.
Note: Click the Defaults button to apply the original filter settings, which reflect the full range of data measurements of the HTTP
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Data List listed.

Note: The filter settings you apply are not saved when you close the table.

See also:

Display the HTTP Data List

HTTP Data List

HTTP Data Graphs

The volume of HTTP data recorded is controlled by the Logging level you set for a Task Group's Virtual Users. The Logging level
determines the number of Virtual Users that data is collected for and controls the quality of the data displayed in the graphs. The HTTP
data collected relates only to responses to HTTP requests issued as part of Test.

The HTTP data collected during a Test-run can be displayed in a number of different graphs where you can scrutinize your Test results.
There are seven graphs in total which you can display using the Results Window.

Right-click within a graph and select to Customize, Export to Excel Filter URLs.

See also:

Display HTTP Data Graphs

Filter URLs in HTTP Data Graphs

Customize Graph Display

HTTP Response Time (Average per Second) v Number of Responses Graph

HTTP Errors v Active Users Graph

HTTP Errors v Elapsed Time Graph

HTTP Responses v Elapsed Time Graph

HTTP Response Time v Elapsed Time Graph

HTTP Active Users v Elapsed Time Graph

Virtual User Settings

Display HTTP Data Graphs

1. Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, click ¥ next to a Test-run folder or double-click on it to open the folder and display the available results.
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3. Click on an HTTP data list option such as HTTP Monitored Bytes / Second v Elapsed Time to open your selection in the Test
Pane.

This graph shows the total number of bytes per second returned during the Test-run.

HTTP Monitored Bytes / Sec v Elapsed Time
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Note: Graphs are displayed in the default line plot style.
Tip: Right-click within the graph and use the menu options to Customize, Filter URLs and Export to Excel.

Note: Click =l , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.

See also:

Filter HTTP Data List

Customize Graph Display

HTTP Data Graphs

Filter URLs in HTTP Data Graphs

1. Open a Test and display an HTTP data graph in the Test Pane.

2. Click , in the toolbar or right-click inside a graph then select Filter URLSs.
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Use the Filter URLs dialog box to select the URLs you want to display. Click Select All to display all the URLs.

Filter URLs= 7] |
Select the URLz you would like to include in thiz analpzis. ok |
GET |"|f:t|:|j 1418 o : i —. Cancel |

GET hittp: : : e

GET http: 1ely : ite/lmage et_down.aif HT TR/ .1
GET http: 2FIF : ite : n.gif HTTRA .1

GET http: 211 il itedlmage vgo_big. gif HT TP
GET hittp: i develo ) pHTTRA 1

GET http:
GET Ht
POST

3. In the Filter URLs dialog box select the URLs you want to view.
4. Click OK to display the selected URLs.

Note: The filter settings you apply are not saved when you close the table.

See also:

Display HTTP Data Graphs

Customize Graph Display

HTTP Data Graphs

HTTP Response Time (Average per Second) v Number of Responses Graph

This graph displays the average response time for requests grouped by the number of requests per second during a Test-run.
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HTTP Response Time v Number Of Responses
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Tip: Right-click within the graph and use the menu options to Customize, Filter URLs and Export to Excel.

HTTP Errors v Active Users Graph

This graph is used to display the effect on performance measured by the number of HTTP server errors returned as the number of active
Virtual Users varies during a Test-run.
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HTTP Errors v Active Users
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Note: This graph has been customized to display data points as vertical bars. Right-click within a graph and select Customize, then select
Graph Type, Vertical bars.

Make use of the Filter URLs and Export to Excel options associated with this graph by right-clicking within it.

HTTP Errors v Elapsed Time Graph

This graph displays a cumulative count of the number of HTTP server errors returned during the Test-run.
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HTTP Errors v Elapsed Time
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Note: This graph has been customized to display the area under the data points as a solid. Right-click within a graph and select
Customize > Area under points from the menu to change the appearance of your graphs.

HTTP Responses v Elapsed Time Graph

This graph displays the total number of HTTP responses per second during the Test-run.
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HTTP Responses v Elapsed Time
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Right-click within a graph and select to Customize or Export to Excel.

HTTP Response Time v Elapsed Time Graph

This graph displays the average response time per second of all the requests issued during the Test-run.
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HTTP Response Time v Elapsed Time
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Use the right-click menu options to Customize, Export to Excel Filter URLs.

HTTP Active Users v Elapsed Time Graph

This graph displays the total number of active Virtual Users sampled at fixed intervals during a Test-run.
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HTTP Active Users v Elapsed Time

HTTP &ctive Users

Elapsed Time (s)

Right-click within the graph and use the menu options to Customize or Export to Excel.

Single Step Results

During Test development it is important to check that a Test runs correctly. You can run a single stepping session to help verify a Test by
monitoring Task Group replay to check that the WAE responses are appropriate. Then use the Single Step Results option to analyze the
results data obtained. The data includes the HTTP requests issued to a target WAE and the HTTP returned in response during a single

stepping session.

Single stepping a Test is a useful method to help you verify that a Test with a modular structure runs as you expect. A modular Test
incorporates two or more Scripts in one Task Group to simulate a continuous Web browser session when the Test is run and requires some
modeling of the Scripts included. After single stepping the Task Group that contains the Script sequence, open up the Single Step Results
option and double-click on an HTTP request to display the request details.

View the details of the HTTP request in response to which the first cookie was issued during a Test-run. In the Response Header section of
the Request Details window look for the Set-Cookie entry and make a note of the cookie ID including its name and value. Then view first
request included in the next Script in the sequence and look in the Request section of the Request Details window for the Cookie entry.
The cookie ID recorded here should be the same as the first cookie value issued at the end of the previous Script. Ensure that the value of
the last cookie issued in each Script is handed onto the next Script in the sequence, for all the Scripts in the Task Group.

See also:

Display Single Step Results
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Single Stepping

Timer List

Developing a Modular Test Structure

Display Single Step Results

1. Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, double-click on a single stepping Test-run folder 4 or click # , to open it and display the available results.
3. Click the Single Step Results display option to open your selection in the Test Pane.

Single step results are displayed in table format:

il Single Step Rezults:- 04-09-2001 17-11-24.001

Heguest WU D | Con D | Binary Body | Bode Length

GET http://demozite. opensta.orglgeg-+1 HTTFA.0 3 1 Mo 1048

GET http://demozite. opensta.orglgeg-+1 HTTRA.0 4 1 Mo 1048

GET http://demosite. opensta.orglgeg-+1 HTTRA.0 1] 1 Mo 1048

GET http://demosite. opensta.orglgeg-+1 HTTRA.0 1 1 Mo 1048

GET http://demosite.openszta.orgdgeg-+1 HTTPA.0 2 1 Mo 1043

POST http:#/demozite. opensta.orgdgzg-+1 HTTRA1.0 1 2 Mo 2640

FOST http:#/demozite. opensta.orgdgzg-+1 HTTRA1.0 3 2 Mo 2540 =

Single Step Results data categories are:

. Request: Displays the HTTP request details.

. VU ID: Gives the ID of the Virtual User associated with the HTTP request.

. Con ID: Shows the Connection ID corresponding to the number of connections to the Web Server.

. Binary Body: Indicates whether the file loaded in response to the HTTP request is binary or non-binary.
. Body Length: Gives the size in bytes of the file loaded in response to the HTTP request.

4. Double-click on a request to display more details about your selection.
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The HTTP data in the Response Body section is the same data displayed in the HTTP section when you replay a Task Group during a
single stepping session.

Note: Click =l , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.

See also:

Single Stepping

Timer List

The Timer List file gives details of the Timers recorded during a Test-run. Timer results data records the time taken to load each Web page
specified by a Script for every Virtual User running the Script during a Test-run. The level of Timer information recorded is controlled by
adjusting the Virtual User settings in the Test's Script-based Task Groups. Open the Test with the Configuration tab of the Test Pane
displayed, then click on a VUs table cell in a Task Group and check the activate the Generate Timers for each page option in the Properties
Window. The Logging level you select here controls the volume of HTTP data and the number of timers recorded.

The information collected is presented in a table and can be sorted by clicking on the column headings to reverse the display order of the
data entries.

Timer List can be exported to a .CSV text file which allows results to be imported into many other data analysis and report generating
tools.

See also:

Display the Timer List

Timer Values v Active Users Graph

Timer Values v Elapsed Time Graph
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Virtual User Settings

Display the Timer List

1. Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, double-click on a Test-run folder or click [ , to open it and display the available results.
3. Click the Timer List display option to open your selection in the Test Pane.

Timer List information is displayed in table format:

Timmeer Lisk: W5003-2000 059-0%-06 00 M=K |
Ttk Gooeap [ Usen [ Scopt Bows | TamesMame [ ctive Usenn | Elapaed T [ EnciOute  [End Tme | . -
BL_5vD_T 1 TERD S5O0 (ROGES Right-click in the
BD_SvB_T.. 18E 2 5 7o 1B S graphand selkect the
BOUSVE_T.. 14 F] S0 WO RO :
BOUSYE_T.. 142 & 71000 IO ROE00 Export option
BOOSYE_T.. 143 000 NSN3 [BOTSE
BO_SVE_T. 483 ST ISR (S0F5E
BO_SVE_T. 992 2 0 ISR ROTSE
BD_SYR_T. 1% 1 AN AR it
BO_SYB_T.. 18 1 L] 155 i 8
BO_SYE_V.. vk 1 [T T T T T T

Note: Right-click within the graph and select Export to save the data to a .CSV text file, which allows results to be imported into
other data analysis and report generating tools.

Tip: Display multiple graphs and tables concurrently to compare results using the Results Window.
Note: Click X , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.

Tip: To improve the display of your results use the Customize, option to display your data in vertical bars style. If your timer names
and color coding key is not displayed, you can maximize the display area by double-clicking in the title bar of the graph.

Timer Values v Active Users Graph

This graph is used to display the effect on performance as measured by timers, as the number of Virtual Users varies.

You can control the information displayed by filtering the timers. The Select Timers to display dialog box appears when you choose this
option from the Results Window. Use it to select the timers you want to view, then click OK to proceed.
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Timer Values v Active Users
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Right-click within a graph and select to Customize, Export to Excel Filter URLs.

Timer Values v Elapsed Time Graph
This graph is used to display the average timer values per second.
You can control the information displayed by filtering the timers. The Select Timers to display dialog box appears when you choose this

option from the Results Window. Use it to select the timers you want to view, then click OK to proceed.

Timer Values v Elapsed Time

Right-click in the graph and select
fram the optione avaibble:
Customize or

Expott to Excel

Elapied Tima (i)

Right-click within a graph and select to Customize, Export to Excel Filter URLs.

SNMP and NT Performance Collector Graphs

The data collection queries defined in a Collector generate results data that can be displayed in custom graphs. A maximum of two custom
graphs are produced per Test-run. All NT Performance Collector data is displayed in the Custom NT Performance graph. All SNMP Collector

data is displayed in the Custom SNMP graph.

If your Test includes more than one NT Performance or SNMP Collector, the appropriate custom results graph combines the data collection
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queries from all Collectors of the same type and displays them in one graph which you can then filter to display the data you require.

Use the Filter option to select and display specific data collection queries defined in the Collectors. The unique names you assigned to

each query are displayed below the graph in a color coded key. The IP address of the Host used to run the Collector Task during a Test-
run is automatically listed alongside the query name.

Right-click within a graph and select to Customize, Export to Excel Filter.

See Also:

Display Custom Collector Graphs

Filter Custom Collector Graphs

Custom SNMP Graph

Display Custom Collector Graphs

1. Open a Test and click the 1“ Results tab in the Test Pane.

The Results Window opens automatically listing all Test-runs associated with the current Test. Results are stored in date and time
stamped folders.

2. In the Results Window, double-click on a Test-run folder or click [ , to open it and display the available results.
3. Click the Custom NT or Custom SNMP from the list results option to open your selection in the Test Pane.

The Custom NT Performance Graph is displayed below:

Custom NT Performance

» I Right-click in the graph and
. I|I ) T [, =kectfromtheoptions
A0 availab e
g 1 \ +a Customi ze,
E} i Export to Excel and Filter:
‘é': ;I |I
a2

= Iz - | R R S All data collection queries

included ina Testare listed

here, alang with the I[P address
I I of the target Host.
Commctiong (177 18 310 67)

Elapsed Timg {8}

— D (173 V6 06T

Note: Graphs are displayed in the default line plot style. Right-click within a graph and select Customize from the menu to change
their appearance.

Tip: Right-click within the graph and use the menu options to Customize, Export to Excel and Filter the data.

Tip: Display multiple graphs and tables concurrently to compare results using the Results Window.

Note: Click x| , in the Title Bar of a graph or table to close it or deselect the display option in the Results Window.
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See Also:

Filter Custom Collector Graphs

Custom SNMP Graph

Filter Custom Collector Graphs

1. Open a Test and display a Custom Collector graph in the Test Pane.

2. Click , in the toolbar or right-click inside a custom graph then select Filter.

Use the Filter dialog box to select the data collection queries you want to display.

The data collection query rame i
listed next w the Task Group that
con@ine the Collector it & defined in

Note: If you have more than one Collector of the same type referenced in a Test, all the results collected are merged and displayed
in one custom graph.

The Filter dialog box displays the data collection queries alongside the Task Group name indicating which Collector a data collection
query belongs to.

3. In the Filter dialog box select the data collection queries you want to view.
4. Click OK to display the selected queries.

Note: The filter settings you apply are not saved when you close a graph.

See Also:

Display Custom Collector Graphs

Custom SNMP Graph

Custom SNMP Graph

The Custom SNMP graph displays results returned by all the SNMP Collectors executed during a Test-run. You can filter the data collection
queries displayed to control the amount of data displayed.
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Custom SNMP
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The data collection queries as defined in the Collectors referenced by a Test are color coded for easy identification. Each query displays the

IP address of the Host targeted during a Test- run.

There is a right-click menu associated with the custom graph. Use the Customize option to change the appearance of the graph. Other
options include the Export to Excel option which enables you to convert data for further analysis and output, and the Filter option which

is used to display specific data collection queries.

See Also:

Display Custom Collector Graphs

Filter Custom Collector Graphs
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Single Stepping

. Single Stepping HTTP/S Load Tests

. Single Stepping Procedure

. The Single Stepping Test Pane

Single Stepping HTTP/S Load Tests

Make use of the single stepping functionality provided during Test development
to check your HTTP/S load Tests and to help resolve errors that may occur
during a Test-run.

When you run a Script-based Task Group within a single stepping session HTTP
Is returned from target WAESs in response to the Scripts that are executed
during replay. You can single step through the browser requests contained in
Scripts and monitor HTTP responses to check that the Task Group is behaving
as required.

The main difference between single stepping a Script-based Task Group and a
normal Test-run, is that replay can be paused by inserting breakpoints against
the HTTP requests included in Scripts. When a breakpoint is reached Task
Group replay is halted allowing you to study the HTTP returned from the target
WAE for all HTTP requests issued before the breakpoint. Breakpoints can be
inserted before and during a Test-run, or you can single step thr